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PART I: EXECUTIVE SUMMARY

Today, an increasing number of social and economic activities depend on the internet and the internet functions through intermediaries at every stage. The internet has increasingly become the critical platform for all types of speech: news, comments, opinions, political organization, and more. Internet intermediaries host, index, and provide access to this speech and, hence, play an important role in facilitating free expression on the internet. This Report considers the nature and scope of liability imposed on intermediaries for speech shared online by internet users, and the ways that such liability may indirectly lead to suppression of lawful speech. By reviewing key human rights documents from the OAS and other international systems, it identifies core substantive and procedural norms that must shape intermediary liability in order to protect users’ rights to free expression. It then considers two recent trends that are gaining traction around the world: the so-called ‘right to be forgotten doctrine’ (‘RTBF’) and orders compelling Internet Service Providers (‘ISPs’) to block entire websites, applications or services (‘site and service blocking’ or ‘SSB’). Both issues are understood through existing jurisprudence, international human rights documents and sources specific to the OAS countries.

The objective of this Report is to provide the Office of the Special Rapporteur on the Freedom of Expression (‘OSRFE’) for the OAS countries with an overview of human rights considerations raised by RTBF and SSB. This resource can then be used by the OSRFE to understand the treatment of these issues within OAS countries and especially, to identify: (a) whether the emerging trends are acceptable under the OAS human rights framework; (b) countries within the OAS that are complying with the OAS human rights framework with their treatment of RTBF and SSB, and; (c) problem areas within the OAS region that need the Special Rapporteur’s attention and suggestions.

It is important to consider and study the emergence of RTBF and SSB because these issues are currently in the developing stage, with opportunities to advocate for approaches and interpretations that respect free expression rights. It is also noticeable that while the OAS human rights framework is uniquely protective of expressive freedoms, individual OAS countries have very different ways of interpreting laws that affect free expression. For instance, some mirroring may be observed of the European developments, particularly with respect to RTBF and data protection laws, in OAS states. As such, this is a critical time to attend to these issues and preserve strong protections for freedom of expression in the OAS countries. To that end, this Report aims to provide a helpful source of information for the OSRFE.

As interpreted by authoritative sources, the Universal Declaration of Human Rights and the International Covenant on Civil and Political Rights call for equal human rights online and offline. In the OAS human rights framework, the American Convention on Human Rights (‘ACHR’) lays down the guiding principles. Most importantly, Article 13 of the ACHR provides the three-step test for all actions that may restrict the freedom of expression. The ACHR’s unique prohibition on laws that restrict expression by “indirect methods” including “government or private controls over ... equipment used in the dissemination of information” provides an unusually clear mandate that laws governing Internet intermediaries must not effectively suppress free expression. Regional human rights sources and interpretations confirm this, repeatedly urging clear
intermediary liability principles to avoid removal of lawful speech. Guidelines drawing on OAS and other international human rights sources have been collected and detailed in a key civil society document, the Manila Principles.

Procedurally, both OAS sources and the Manila Principles emphasize the importance of adjudication by an independent judicial body before intermediaries are legally obliged to remove users’ expression. Additionally, there is also importance given to the right of an affected person to be informed of a restriction and given a chance to redress their grievance. Concerning the intermediaries, there is also an emphasis on the transparency of policies and practices of an intermediary.

Both RTBF and SSB developments may be in considerable tension with -- or simply in violation of -- OAS free expression standards, particularly as those standards relate to intermediary liability.

The so-called ‘right to be forgotten’ doctrine rose to prominence following the European Court of Justice’s 2014 Google Spain decision, and has generated a significant trend of similar claims within OAS countries. Particularly in countries with data protection laws modeled on the EU’s, some have supported following the Google Spain model: designating search engines as data controllers, and compelling them to de-list links to webpages containing personal information upon request. Judicial acceptance of this argument has varied within OAS countries. At least two important cases have highlighted points of tension between RTBF and regional or national protections for free expression rights. A Colombian court identified net neutrality and free expression concerns as reasons not to impose RTBF obligations on a search engine, but did require a news publisher to exclude pages from Google’s search index. A Mexican court, in a key case vindicating procedural rights, rejected an RTBF order against the search engine because the publisher of the web page at issue had not been notified of the order or given an opportunity to contest it. In Peru, by contrast, Google was compelled to de-list webpages on RTBF grounds. This diversity of interpretations indicates an important opportunity for guidance from the OSRFE on whether or how the EU model can be reconciled with the OAS human rights framework.

Similarly, there have been several instances of SSB in the OAS countries. ISPs have been compelled to block entire websites and, more famously, popular applications like Whatsapp and Uber. However, there is no uniformity in the laws applied. Some countries in the OAS that do not have specific laws concerning SSB have used other existing laws to justify their imposition. As with RTBF, any restriction that limits the freedom of expression must comply with the three-part test, and in particular must be narrowly tailored and accompanied by procedural protections against over breadth. SSB orders that compel ISPs to block entire websites when only some pages are known to contain unlawful content are highly unlikely to meet these standards. In order to comply with OAS human rights standards, courts and government actors should consider and exhaust less restrictive approaches, such as blocking individual pages or requesting that the website remove content, before resorting to SSB orders against ISPs. Even when states have particularly compelling grounds to restrict content, such as to combat child pornography, procedural protections against over-blocking are critical. These may include notice to the affected website or application provider; notice to affected users seeking the site or service; opportunities to contest
blocks; geographic and temporal limits on the scope of blocking orders; and broad public transparency about government and ISP blocking practices.

Apart from the inherent conflict of SSB orders with freedom of expression, SSB also conflicts with the principle of network neutrality. A number of countries including Canada, Colombia and Chile have seen recent attention in their legislation to promoting network neutrality, suggesting that it, along with core intermediary liability principles, provides an important limit on SSB orders to block online expression.

Drawing on our review of human rights documents and emerging trends globally and within OAS countries, this Report proposes the following actions by the OSRFE. These are discussed in more detail within each of the substantive parts of this Report, with specific proposals for RTBF and SSB.

a. Sending information requests regarding the existing regulations concerning intermediaries in the OAS.
b. Recommending the incorporation of free expression review, and the involvement of experts specialized in free expression, in any proceedings regarding RTBF or SSB.
c. Preparing special reports with interpretative principles to guide RTBF and SSB interpretation, and inviting the countries to study the effectiveness of their existing regimes.
d. Assisting in the development of the meaning of ‘least restrictive means’ in the SSB context, and thereafter formulating possible interventions between the least and most restrictive measures.
e. Assisting in the development of guidance for agencies and courts interpreting data protection laws in cases affecting free expression.
f. Promoting and calling upon member states to promote transparency regarding removal orders or requests to intermediaries.
g. Encouraging multi-stakeholder discussions between intermediaries, civil society, and governments to discuss existing measures and propose new measures that would limit intermediary liability and at the same time increase understanding of the limits of intermediary responsibility.
PART II: GENERAL REPORT INTRODUCTION

A. Introduction

If anyone ever doubted the reach and importance of internet intermediaries, the past five years should have put these doubts to rest. In the height of the refugee crisis in Syria, Facebook, Twitter, WhatsApp and Viber arose as tools protecting human life.\(^1\) With the Internet’s bountiful growth and its integration into daily life, Internet regimes no longer affect merely work and entertainment but now have a direct impact on human rights and public policy. Internet actors – specifically intermediaries – have risen to prominence to become leading points of access to information and primary modes of communication and expression.\(^2\)

Internet intermediaries include, but are not limited to, social media networks, search engines, online marketplaces and Internet service providers (‘ISPs’). This report examines the liability of intermediaries globally and especially in the countries of the Inter-American system (‘OAS countries’). It focuses on the impact of such regulation on freedom of expression and other intersecting human rights online. Intermediary liability laws that impact free expression bear particular scrutiny in the OAS countries, because of the Inter-American System’s recognized status as the international framework that secures the broadest protections for the right to freedom of thought and expression.\(^3\)

Intermediaries are often treated as the ‘gatekeepers’ to the internet,\(^4\) because they may have the technical capability to control and even block Internet users’ access to particular content. As a result, intermediaries are sometimes held legally responsible for removing or blocking content generated by third parties, such as independent webmasters or social media users. Two important intermediary liability developments are examined in this report: orders compelling intermediaries to block entire websites or services, and obligations for intermediaries to remove or de-list content under the doctrine known as the “right to be forgotten.”

This report analyses over 25 human rights documents and finds a recurring emphasis on strictly limited removal obligations for intermediaries. The documents reviewed were issued by international bodies such as the United Nations and the Inter-American Commission on Human Rights (‘IACHR’), advocacy groups such as Article 19, and multi-stakeholder initiatives like the Manila Principles and the Global Network Initiative. The analyzed documents include international agreements that protect human rights worldwide and within the OAS system, as well

---


as materials interpreting core protections for free expression and other human rights in the context of intermediary liability. The report then undertakes a broad, but by no means exhaustive, overview of emerging trends in “Right to Be Forgotten” (‘RTBF’) and site and service blocking (‘SSB’) laws in OAS states, and analyzes these developments in light of the applicable human rights standards with a focus on rights to free expression.

**B. What Is Intermediary Liability?**

The OECD defines internet intermediaries as those who “give access to, host, transmit and index content originated by third parties or provide Internet-based services to third parties.”

Internet intermediaries are distinct from “content providers,” which are “those individuals or organizations who are responsible for producing information in the first place and posting it online.” There are several types of intermediaries, including internet/network service providers, domain name registrars, web-hosting services, search engines, e-commerce platforms, social media companies, and participative networking platforms. There are some intermediaries that do not fall within a single category and instead offer multiple services.

Intermediary Liability laws define the scope and extent of responsibility that may be imposed on an intermediary for content shared by internet users. Regulation of the internet content may arise from diverse legal doctrines, including defamation, blasphemy, hate speech, intellectual property rights, obscenity, public order, national security, child protection, and more. Intermediaries are also sometimes penalized or compelled to block content based on legal claims unrelated to speech and expression -- for example, based on data localization requirements. While some of these regulations may be necessary to protect essential public interests and even to protect other human rights including rights to privacy, poorly considered application of these laws to intermediaries affects ordinary Internet users’ ability to seek and impart information, and can violate the free expression obligations of state actors.

Different approaches to intermediary liability have distinguishable consequences for

---


10 Examined under the analysis of Article 13 para 3 in Part III and IV.

11 Other relevant rights that impact intermediaries include, but are not limited to, due process rights, non-discrimination in access to the internet, right to privacy, and net neutrality. Parts III and IV of the Report will consider these issues as they arise in connection to freedom of expression and right to access online, but does not delve into a detailed analysis of intermediary liability in these areas.
freedom of expression. Potential liability regimes for intermediaries may be roughly divided into three categories: strict liability, complete immunity and safe harbor or notice-based liability. A strict liability regime would impose unconditional liability on the intermediary for the illegality of content uploaded by third parties and would de facto require the intermediary to police content that is posted on their service in order to avoid liability. At the other extreme, complete immunity allows intermediaries to continue hosting, transmitting, or otherwise processing even information that has been adjudicated as violating the law.

As a middle ground between these two approaches, many countries provide safe harbors to intermediaries. Such safe harbors create conditional immunity for the intermediary, typically establishing obligations or potential liability only once an intermediary gains knowledge of unlawful content. This immunity is often subject to conditions such as that the intermediary must not interfere in the selection or the transmission of user content to specific audiences. The immunity may also be limited based on timely action by the intermediary for the removal of content once it learns of the unlawful content, as prescribed by the local laws. Under such “notice and takedown” regimes, removal obligations may arise based on requests made by governments, requests from private entities, orders from courts, or the intermediary’s own discovery of unlawful content.

This Section will discuss these three approaches to intermediary liability in more detail.

1. Complete Immunity Approach

There are relatively few legislative examples of the complete immunity approach. One such example is the U.S. Communications Decency Act, 1996, which immunizes users and providers of interactive internet services from liability for most claims regarding content produced by another. Supporters of this approach point out that it maximizes commercial incentives to create online speech platforms, and that it avoids the significant risk of platforms being overly cautious and removing lawful content for fear of liability. Detractors note that it permits content that has been adjudicated as unlawful and harmful, such as defamation, to remain widely available online.

2. The Safe Harbor Approach

Safe harbor intermediary liability laws condition the platform’s immunity on its compliance with specific responsibilities. A common model is “notice and notice” or “Judicial Notice” models.
Under “notice and takedown” systems, intermediaries respond to valid notices of unlawful content by removing the content. One of the most procedurally detailed regulatory frameworks in intermediary laws is the ‘notice and takedown’ system provided under section 512 of the U.S. Digital Millennium Copyright Act (‘DMCA’). The DMCA legislation enumerates the specific information that a complainant must submit to an intermediary for the removal of a content, and preserves intermediaries’ immunity if they receive notices that do not provide the specified information. The DMCA also incentivizes the intermediary to inform the alleged copyright infringer when content has been removed, and give that person the opportunity to submit a “counter-notice” refuting the allegation of infringement. The intermediary can then reinstate the content without risk of liability, and leave it up until such time as the right holder brings its claims to court. Despite these relatively robust procedural protections, empirical studies show that intermediaries frequently remove lawful content in response to over-reaching DMCA requests, and that the counter-notice process does little to correct this.

Many jurisdictions lack this degree of legal guidance, simply mandating that intermediaries take action against content that comes to their ‘knowledge’ as being in violation of a law. These laws are often unclear on the meaning of ‘knowledge’ and whether a simple notice from a private entity suffices as a trigger for action by the intermediary. Consequently, many international internet companies devise their own grievance redress mechanisms to comply with the legal requirement. As will be discussed below, notice and takedown systems may require clear procedural protections in order to avoid removing lawful online speech and information, and in order to comport with requirements of the OAS human rights framework.

By contrast, some countries like Canada have created “notice and notice” mechanisms. This model has also found part of the proposed Copyright Bill in Hong Kong. These mechanisms create an obligation that the intermediaries “convey to the user notices of the alleged unlawfulness of a particular expression,” but not an obligation to remove content based on a mere accusation of

---

unlawfulness or infringement. For “notice and notice” to provide meaningful protection to users and content creators, the OSRFE has said that it must satisfy a few requirements. First, notices to accused users must “include a detailed notice about the location of the material considered unlawful and the legal basis for the unlawfulness. . . .” Second, there must be “an adequate option for counter-notice to the user who produced the content, with judicial oversight guarantees.” Finally, users must have the right to retain anonymity and have any dispute regarding such notice “resolved exclusively in court.”

Finally, some laws mandate that an intermediary must face no liability or obligation to remove user content unless it has received a court order deeming the content illegal. In some cases, court orders are required as per the statute, for instance in Brazil’s Marco Civil and Chile’s copyright law. In other cases, variations on this standard have been interpreted into the law by courts, as in India and Argentina.

3. Strict Liability Approach

The most extreme approach to intermediary liability is the strict liability model, holding intermediaries liable for content shared by their users even if the intermediary did not engage with the content or have any knowledge of it. We are unaware of jurisdictions that follow a strict liability approach in legislation. In rare cases, however, courts have accepted a strict liability standard. For example, in Delfi v. Estonia, the ECtHR upheld an Estonian court holding that a news portal was liable for hate speech in comments posted by users, even before becoming aware of the comments. As the dissent in that case pointed out, this effectively means that intermediaries must proactively monitor and delete users’ posts -- with inevitable chilling effects from intermediaries removing lawful but controversial speech in order to avoid potential legal risk. A subsequent ruling from the same court rejected a strict liability standard for intermediaries hosting merely defamatory speech, because of this threat to users’ expression and information rights. The Argentine Supreme Court also rejected strict liability for intermediaries, based on careful review of the threat to online speech

25 Id.
26 Id.
27 Id.
31 [2015] ECHR 586
C. Intermediary Liability and Users’ Free Expression Rights

The scope of permissible intermediary liability laws is shaped by human rights considerations. Legal frameworks that lead intermediaries to remove lawful speech from their platforms may violate a state’s human rights obligations. In recent years, human rights bodies have been increasingly outspoken on the topic of intermediary liability and Internet users’ rights to seek and impart information.

1. Intermediary Liability and Expression Rights in Human Rights Documents

Intermediaries play an important role in connecting users to the internet and enabling access to information and expression online. The United Nations Human Rights Council (‘UN HRC’) has called for online rights equal to the rights that people have offline in accordance with the Universal Declaration of Human Rights (‘UDHR’) and the International Covenant on Civil and Political Rights (‘ICCPR’). As suggested by their names, intermediaries play an important role in the providing a bridge between users and their rights.

Article 19 in both the ICCPR and UDHR guarantees the freedom of expression to persons. This includes rights to “hold, seek, receive and impart” information across all fora regardless of form. Article 19 of the UDHR mandates the freedom of opinion and expression regardless of media/frontiers.

The American Convention on Human Rights (‘ACHR’) also guarantees the freedom of thought and expression. As recognized by Article 13 of the ACHR, “everyone has the freedom to seek, receive and impart information and ideas of all kinds, regardless of frontiers, either orally, in writing, in print, in the form of art, or through any other medium of one’s choice.” The ACHR along with Article IV of the American Declaration and Article 4 of the Inter-American Democratic Charter have been read to give more robust protections to unrestricted expression.

Belen Rodriguez, Judgment R.522.XLIIX (2014)


International Covenant on Civil and Political Rights, http://www.ohchr.org/EN/ProfessionalInterest/Pages/CCPR.aspx

The ICCPR General Comment No. 34 provides a deeper analysis of the Article 19 mandate. It has been analyzed specifically under Appendix B of this Report.


American Declaration of the Rights and Duties of Man, (“American Declaration”) http://www.cidh.oas.org/Basicos/English/Basic2.american%20Declaration.htm

than provided by the UDHR and ICCPR, being referred to as,

the international framework that provides the greatest scope and the broadest guarantees of protection to the right to freedom of thought and expression.

In light of these uniquely strong protections, the OSRFE has said that:

restrictions provided for in other international instruments are not applicable in the American context, nor should such instruments be used to interpret the American Convention restrictively.

In addition, the ACHR contains provisions that are particularly relevant for the issue of intermediary liability for online expression and access. Article 13.3 provides:

The right of expression may not be restricted by indirect methods or means, such as the abuse of government or private controls over newsprint, radio broadcasting frequencies, or equipment used in the dissemination of information, or by any other means tending to impede the communication and circulation of ideas and opinions.

This express prohibition on indirect censorship through control of “equipment used in the dissemination of information” is highly relevant for laws that oblige internet intermediaries to restrict the flow of online information. The OSRFE spoke strongly to this issue in its 2016 Report, stating that “[t]he [intermediary] liability regime is fundamental for creating the appropriate incentives for the protection and guarantee of human rights.” Further, the need for any restriction so imposed to be in accordance with the primacy of the right of speech protected by Article 13 of the ACHR has been emphasized by the OSRFE.

Despite this broad protection for online speech and information, there remain narrow instances in which governments may permissibly oblige intermediaries to suppress online content. Discussing Article 19, the UN’s Office of the High Commissioner for Human Rights commented that “the exercise of the right to freedom of expression carries with it special duties and responsibilities and . . . certain restrictions . . . are permitted . . . .” Under the international human rights law and within the Inter-American system, permissible restrictions -- as well as key substantive and procedural limits on such restrictions -- must comply with the three-step test. The three-step test provides the framework for evaluating

---

46 Comment no. 10 on Article 19 of Universal Declaration of Human Rights 1948, Article 19.

Pursuant to Article 13 of the ACHR and its interpretative bodies, the following three conditions must be met in order for a restriction on free expression to be permissible:

(1) The limitation must have been defined in a precise and clear manner by a law, in the formal and material sense,\footnote{Id. at 74-82.}{48}

(2) the limitation must serve compelling objectives authorized by the Convention;\footnote{Id. at para 84-89;}{49}

(3) the limitation must be necessary in a democratic society to serve the compelling objectives pursued, strictly proportionate to the objective pursued, and appropriate to serve said compelling objective.\footnote{Id. at para 84;}{50}

Importantly, restrictions may not be used as a method of prior censorship,\footnote{Id. at 91-92.}{51} applied in a manner that is discriminatory,\footnote{Id. at 93-95.}{52} or used as an indirect method for abuse/impeding expression.\footnote{Id. at 96-97.}{53}

The three-step test may be explained as follows:

\textbf{Step 1:} "The limitation must have been defined in a precise and clear manner by a law, in the formal and material sense"

In order to be legitimate, a restriction on freedom of expression must be clearly established in the text of a law. The Legal Framework states that the law must unambiguously specify the grounds for which liability may be imposed for the exercise of free expression.\footnote{IACHR, OSRFE (2010) \textit{supra} note 3 at para 70.}{54} Vague, ambiguous, broad, or open-ended laws give authorities “very broad discretionariness and prior censorship. This may “discourage the dissemination of information and opinions out of fear of punishment, and can lead to broad judicial interpretations that unduly restrict freedom of expression.”\footnote{IACHR, OSRFE (2010) \textit{supra} note 3 at para 71.}{55}
restrictions to the free circulation of information, opinions, and ideas” in comparison to the provisions of international human rights treaties—including, the European Convention for the Protection of Human Rights and Fundamental Freedoms.

As will be explained in Part IV, the European Court of Human Rights (ECtHR) have developed the idea of the “defined in a precise and clear manner by a law” standard in the intermediary liability context in Ahmet Yildirim v. Turkey case (Yildirim).58

Step 2: “Designed to achieve one of the compelling objectives authorized by the Convention”

Article 13 of the ACHR lists two compelling objectives justifying restrictions on free expression: (1) “respect for the rights or reputations of others” or (2) “the protection of national security, public order, or public health or morals.”

Regarding the first objective, the IACHR and the Inter-American Court of Human Rights (‘IACtHR’) emphasize “balancing and harmonization whenever the exercise of freedom of expression conflicts with the right of others to their honor, reputation and good name,” but note that the right to free expression has greater weight than the honor of a public official, as “expressions regarding the practices of State institutions enjoy greater protection.” This standard will be explored further in Part IV, discussing RTBF laws under the OAS system.

With respect to the second objective, it is important to note that “any impairment of public order that is invoked as a justification to limit freedom of expression must be based on real and objectively verifiable causes that present the certain and credible threat of a potentially serious disturbance of the basic conditions for the functioning of democratic institutions.”

The 2011 Joint Declaration on Freedom of Expression and the Internet (‘2011 Joint Declaration’), to which the OSRFE is a signatory, likewise specifies that “compelling objectives” be narrowly tailored.

---

59 IACHR, OSRFE (2010) supra note 3 at para 76.
60 Id. at 105.
61 Id. at 82. (The court defines “public order” as “the conditions that assure the normal and harmonious functioning of institutions based on a coherent system of values and principles.” It notes that public order depends on a functioning democracy, which in turn relies on the protection of free expression to ensure “widest possible circulation of news, ideas, and opinions as well as the widest access to information by society.”)
62 Joint Declaration on Freedom of Expression and the Internet, (June 1, 2011) http://www.osce.org/fom/78309 [https://perma.cc/V34X-HHFT].
Step 3: “Necessary in a democratic society to serve the compelling objectives pursued, strictly proportionate to the objective pursued, and appropriate to serve such compelling objective.”

As articulated by the UN HRC, this criterion requires states to show that a restrictive measure is appropriate by “demonstrat[ing] in specific and individualized fashion the precise nature of the threat, and the necessity and proportionality of the specific action taken, in particular by establishing a direct and immediate connection between the expression and the threat.”63

i) interpretations of “necessity”

In the OSRFE’s formulation, a measure may be deemed “necessary” if there is a “clear and compelling need for its imposition” and it “cannot reasonably be accomplished by any other means less restrictive to human rights.”64 Thus, the state has the burden of proving that there is a “clear harm or threat of harm to the rights of others,” and there are “clear and precise legal provisions establishing such subsequent liabilities for the conduct causing these harms.”65 A measure fails the “test of necessity if the protection could be achieved in other ways that do not restrict freedom of expression.”66

ii) interpretations of “proportionality”

The IACtHR sets forth three factors that establish the proportionality of a restriction on freedom of expression imposed for the purpose of preserving other rights: “(i) the degree to which the competing right is affected (serious, intermediate, moderate); (ii) the importance of satisfying the competing right; and (iii) whether the satisfaction of the competing right justifies the restriction to freedom of expression.”67

In the Intermediary Liability context, human rights organizations have interpreted the “necessity” and “proportionality” requirements as grounds for procedural protections in notice and takedown systems. As will be discussed in more detail below, the Manila Principles require that “laws, orders, and practices restricting content must be necessary and proportionate in a democratic society,” meaning specifically that they must be “limited to specific content at issue,” use the “least restrictive technical means,” and be appropriately limited in geographic scope and duration.

The “least restrictive means” by which a government can respond to or restrict illegal content is defined as “the least intrusive instrument amongst those which might achieve the desired result.”68 In other words, government actors or ISPs employ the “least restrictive means” when

63 General Comment No. 34 on Article 19 of the ICCPR (2011), http://www2.ohchr.org/english/bodies/hrc/docs/GC34.pdf [https://perma.cc/22EM-EPT5].
64 IACHR, OSRFE (2010) supra note 3 at para 85.; Id. (A measure fails the “test of necessity if the protection could be achieved in other ways that do not restrict freedom of expression.”)
65 Id. at para 107.
66 General Comment No. 34 on Article 19 (2011) supra note 62.
67 Id. at para 89.
68 General Comment 27 at para 14.
they block the least amount of content possible that would still enable them to fulfill their legal objectives.

iii) interpretations of “appropriate”

To be deemed appropriate, a measure must be “effectively conducive to attaining the legitimate and compelling objectives in question.”69 Restrictive measures “must be the least intrusive instrument amongst those which might achieve the desired result; and they must be proportionate to the interest to be protected.”70 This test for appropriateness was addressed by the ECtHR in the Yildirim.71

The ECtHR held that the judicial restriction should be “based on a weighing-up of the competing interests at stake and designed to strike a balance between them.”72 During the discussion, the court mentioned that the interest of the law underlying the entire blocking order should be considered together with the rule of proportionality, the rights of internet users, and other significant collateral effect against the democratic society.

The three-step test of Article 13 has been applied specifically in the context of SSB in Part IV of this Report.

2. Procedural Protections and The Manila Principles on Intermediary Liability

A key document in the literature of intermediary liability and human rights is the Manila Principles on Intermediary Liability.73 Drafted and endorsed by civil society groups from around the world, the Manila Principles set forth concrete practices and proposed legal standards to safeguard human rights when intermediaries are asked to restrict online content. The proposals are in many cases backed up by human rights literature from the OSRFE and other sources. Correspondingly, the OSRFE has also used the Manila Principles as a “reference framework of baseline safeguards and best practices for States with regard to intermediary liability based on international human rights instruments” in the past.74 These principles include:

1. Manila Principle 2 - Independent and Impartial Adjudication of Restrictions

Manila Principle 2 states that “[i]ntermediaries must not be required to restrict content unless an order has been issued by an independent and impartial judicial authority that has determined that the material at issue is unlawful.”75 This strong requirement for judicial

69 Id at para 87.
71 Yildirim No.3111/10, (2012), ECtHR at para.
72 Id. at para 64.
73 Manila Principles, https://www.manilaprinciples.org
74 IACHR, OSRFE, (2017) supra note 44 at 46.
75 Manila Principle 1 calls for clear intermediary liability shields in law. We do not elaborate on it here because it
adjudication finds support in the 2017 Joint Declaration on Freedom of Expression and “Fake News”, Disinformation and Propaganda76 (‘Joint Declaration on Fake News’), in which the OSRFE and other rapporteurs state that:

Intermediaries should never be liable for any third-party content relating to those services unless they specifically intervene in that content or refuse to obey an order adopted in accordance with due process guarantees by an independent, impartial, authoritative oversight body (such as a court) to remove it and they have the technical capacity to do that.

The OSRFE in 2013 stated a similar standard under the “conduit principle,” restricting liability for intermediaries unless they “specifically intervene in that content or refuse to obey a court order to remove” it,77 but acknowledging that in “extraordinarily exceptional” cases, requiring intermediaries to remove content based on notice from a private party may not create a risk of private censorship.78

The Argentine Supreme Court adopted a modified version of this standard in the Belen Rodriguez case.79 In dicta, it stated that in cases of unclear legal claims, intermediaries should only remove content based on judicial determination. An intermediary cannot be required to carry out the tasks of the competent authority, let alone that of judges. For these reasons, in these cases it is necessary to require a competent judicial or administrative notice, as the simple communication of the aggrieved individual or any other interested party is not sufficient.80

By contrast, the court said, where the unlawful nature of content and the damage is evident and clear, notice from a private party may create “actual knowledge” and liability for the intermediary if it does not remove the content.81

2. Manila Principle 4 - Orders Must Be Necessary and Proportional

The fourth Manila Principle states that laws restricting online content “must be necessary and proportionate in a democratic society,” adopting “the least restrictive technical means” of

---

77 IACHR OSRFE (2013) supra note 24 at 41.
80 Id. at para 18.
81 Id.
restriction. In this respect, it mirrors Part 3 of the ACHR, Article 13, as well as standards derived from Article 19 of the UDHR and the ICCPR.\(^{82}\) As spelled out in Manila Principle 4, this includes limits on the temporal duration of a restriction and, when consistent with the intermediary’s services, limits on geographic scope. Consistent with this principle, content that is blocked for being unlawful in a particular jurisdiction must only be blocked in that jurisdiction.

In the Joint Declaration on Fake News, representatives of the UNHR, OSCE, OAS and ACHPR together addressed the jurisdictional scope of content restrictions. They noted that, in the narrow cases in which states may legitimately restrict speech under the three-step test, free expression standards nonetheless apply regardless of frontiers so as to limit restrictions not only within a jurisdiction but also those which affect media outlets and other communications systems operating from outside of the jurisdiction of a State as well as those reaching populations in States other than the State of origin.\(^{83}\)

Geographic and temporal scope limitations identified Manila Principle 4 can be extremely important for maintaining the necessity and proportionality of a restriction. For instance, as discussed in the RTBF section of this Report, the scope of right to privacy and data protection in all countries is different. As a result, the Google Spain decision,\(^{84}\) which follows European law, may not have the same implementation in the OAS countries. Therefore, any restriction imposed under the decision is best curtailed geographically only to the applicable countries and not across the globe. Similarly, as discussed in the site blocking section of this Report, orders compelling intermediaries to block entire websites -- rather than blocking individual unlawful pages -- may fail to meet the “least restrictive means” requirement.

3. Manila Principles 3 and 5 - Respect for Due Process

The Manila Principles No. 3 and 5 address different procedural requirements to protect the rights of internet intermediaries and users. Principle 3 primarily focuses on the court order or notice to an intermediary that triggers removal, while Principle 5 deals mostly with appeal and redress once a removal has taken place. These two Principles track the OSRFE’s 2013 statement that “orders or notices need to state precisely which content must be removed, thus keeping legitimate expression from being affected,” and that states should establish “necessary safeguards,” including “access to an effective remedy, so as to limit the risk of abuse in the adoption of these types of measures.”\(^{85}\) As the OSRFE further explained, these systems “need to have certain requirements

\(^{82}\) UNESCO, Keystones to foster inclusive Knowledge Societies: Access to information and knowledge, Freedom of Expression, Privacy, and Ethics on a Global Internet, at 38,
\url{http://unesdoc.unesco.org/images/0023/002325/232563E.pdf} \[https://perma.cc/6ZFL-HBJ9\] (“[T]he international standard requires that any restrictions need to be enacted by law, should only be imposed for legitimate grounds as set out in the UDHR and ICCPR, and must also conform to tests of legality, necessity and proportionality.”)

\(^{83}\) Joint Declaration on Fake News, at para. 1.c.

\(^{84}\) See discussion infra Part III.

\(^{85}\) IACHR OSRFE (2013) \textit{supra} note 24 at para 107.
to be legitimate from the point of view of protection of freedom of expression.”

Manila Principle 3 elaborates on the requirements for valid orders or notices, listing information that any such communication to an intermediary must provide. It also requires penalties for those who act in bad faith to achieve removal of lawful content, and furthers the idea of introducing a “notice and notice” system where possible. To provide the intermediary with adequate notice, the court order must include the Internet identifier and description of the unlawful content, evidence sufficient to document the legal basis of the order, and the time period for which the content should be restricted. Concrete examples of notice requirements in national law include the U.S. DMCA and the standards discussed in the EU Telekabel case.

Manila Principle 5 requires an effective right to be heard for both intermediaries and the users whose rights are affected by content restrictions, and specifies both a right of appeal and right to reinstatement of wrongly removed content. In addition to tracking the OSRFE’s call for effective remedies, Principle 5 aligns with the 2016 Report of the UN Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression (‘UN Special Rapporteur’), which urges improved remedial or grievance mechanisms for Internet users affected by removal of their online expression—meaning that users must receive adequate notice of the restriction and an opportunity to contest it.

European organizations have expressed similar views on transparency and due process. The Committee of Ministers of the Council of Europe, for example, notes that states have the responsibility to embrace “the right of independent appeal, surrounded by appropriate legal and due process safeguard.” One aspect of this right was mandated by the European Court of Justice (‘CJEU’) decision in Telekabel. That ruling affirmed national courts’ ability under EU law to order ISPs to block websites, using orders that do not specify the technical means of blocking, but required as a safeguard mechanism for internet users that “the national procedural rules must provide a possibility for internet users to assert their rights before the court once the implementing measures taken by the internet service provider are known.”

---

86 Id. at para 97.
4. Manila Principle 6 - Transparency

The Manila Principles also echo human rights sources in emphasizing the need for transparency and accountability, requiring both the government and the intermediaries to clearly share information on laws, policies and specific decisions concerning access to online content.\(^{93}\) When possible, Principle 6 requires intermediaries to display “a clear notice” to Internet users who attempt to access blocked or removed content, specifying “what content has been restricted and the reason for doing so.”

Catalina Botero Marino strongly endorsed transparency in her 2013 report, saying that

> [w]ith respect to the duty of transparency, intermediaries should have sufficient protection to disclose the requests received from government agencies or other legally authorized actors who infringe upon users’ rights to freedom of expression or privacy. It is good practice, in this respect, for companies to regularly publish transparency reports in which they disclose at least the number and type of the requests that could lead to the restrictions to users’ rights to freedom of expression or privacy.\(^{94}\)

The report further suggests that national laws should enable transparency reporting.\(^{95}\) The UN HRC 2011 report similarly called upon member States to “provide lists of blocked websites and full details regarding the necessity and justification for blocking each individual website. An explanation should also be provided on the affected websites as to why they have been blocked.”\(^{96}\) Without such notice, individuals in the OAS would be effectively unable to exercise their rights, under Article 25, to recourse when their rights have been affected. Recently, the OSRFE has deemed the transparency measures about content removed or blocked as “essential in order to properly control the legality of these measures.”\(^{97}\) While our research found no case law regarding notice to users seeking blocked online content in the Inter-American jurisprudence, a UK court decision has adjudged such a notice to be an important safeguard when ISPs are ordered to block online content.\(^{98}\) Notice of blocked or removed content would also seem necessary for Internet users to exercise the right of appeal laid out in the CJEU Telekabel case, discussed above.

Widespread calls for increased legal requirements and frameworks of transparency have had relatively modest effect to date. While a few companies like Google release transparency reports with empirical data on requests received and notify users when the content they posted or content they seek has been removed,\(^{99}\) this transparency is often patchy. The release of some of this data is restricted in several jurisdictions.\(^{100}\) In some cases, as with the RTBF in the EU, the

\(^{93}\) Principles 6.a-d and g, Manila Principles.
\(^{94}\) IACHR OSRFE (2013) supra note 24 at 51.
\(^{95}\) Id. at 113. See also A/HRC/17/27 at 21.
\(^{96}\) A/HRC/17/27 at 20.
\(^{97}\) IACHR, OSRFE, (2017) supra note 44 at 50.
\(^{98}\) Cartier International AG v. BSB, [2014] EWHC 3354 (Ch) (safeguards established by courts against abuse have been discussed infra Appendix A).
\(^{99}\) OECD, (2011) at 34. Several other intermediaries release transparency reports including Yahoo, Microsoft, Twitter, Facebook, Automattic.
\(^{100}\) A/HRC/32/38, (2016) at 22 (Transparency is important across the board, including in the context of content.
law may affirmatively bar intermediaries from informing users when particular links or content have been removed.\textsuperscript{101} Where intermediaries do provide transparency, such action is typically volitional by the companies and not required by law; and transparency reporting from governments and private notifiers -- as opposed to intermediaries -- is rare. An important organization in this regard is the Global Network Initiative, which urges transparency by member companies.\textsuperscript{102}

Transparency reporting and the data collected thereunder can provide some useful insights on how to create due process safeguards to avoid overreaching or illegal blocking of content.\textsuperscript{103} Intermediaries that prioritize transparency and open communication regarding implemented blocks are in a position to enable individuals to understand the limits placed on their freedom of expression online and seek appropriate redress when their rights are violated.\textsuperscript{104}

**D. Issues analyzed in this Report**

Part IV of the Report delves deeper in the RTBF doctrine. It explores the inherent conflict between the RTBF and freedom of expression. Analyzing the decision from the European Union, it identifies four distinct elements of the ruling and discusses whether each can be reconciled with OAS human rights framework. Human rights consideration affect both substantive balancing of privacy and expression rights and procedural questions about relying on search engines to decide which webpages must be de-listed. It concludes that many aspects of the RTBF as defined by EU courts may not be reconcilable with the OAS system.

Similarly, Part V of the Report delves into blocks that affect entire websites, services and mobile applications. It explores the application of the three-step test to government and court orders that implement these blocks, and highlights precautionary measures from international human rights documents. It identifies relevant transparency, accountability and due process considerations to protect freedom of expression.

The RTBF and the SSB portions of the report also identify trends based on our review of some -- though not all -- recent developments within OAS states. The RTBF trends include judicial reliance on data protection legal frameworks, which may displace conventional analysis of free expression threats under the three-step test or OAS intermediary liability rules. The SSB trends include the lack of clear legal basis and procedural safeguards to protect freedom of expression rights, and the disproportionate use of SSB orders by courts in some countries.

\textsuperscript{101} See discussion infra Part III.
\textsuperscript{102} See generally, Article 19 (2013) supra note 4 at 2.
\textsuperscript{103} A/HRC/32/38, (2016) at 17 (“Transparency can help ensure that subjects of Internet regulation are able to meaningfully predict their legal obligations and challenge them where appropriate. Gaps in compliance with these standards threaten the ability of individuals to understand the limits placed on their freedom of expression online and seek appropriate redress when their rights are violated.”).
Each part of the Report analyzes the substantial and procedural human rights affected by these emerging trends, and considers possible solutions from human rights instruments and documents interpreting them. Each concludes by discussing options and next steps the OSRFE could take to guide OAS states in assessing RTBF and SSB claims in light of free expression and other human rights.
PART III: RIGHT TO BE FORGOTTEN

A. Introduction

This Part of the Report uses the ACHR framework to analyze the concept of the Right To Be Forgotten (RTBF) and its main components as developed by the CJEU and interpreted by adjudicatory bodies around the world. By reviewing selected cases, decisions, and human rights sources from OAS countries as well as countries outside of the OAS region that have aligned or markedly departed from the OAS countries’ approach, our purpose is to identify emerging policy trends and assess how they might be treated under the OAS human rights framework.

The Internet has presented many challenges to laws regulating expression and information since the early 1990s. More recently, and as the Internet has become increasingly pervasive in how information is conveyed, the freedoms to express and receive information appear in particular tension with the right to privacy and personal data protection. Although specific national laws differ, some countries see a conflict between these two sets of rights when applied to search engines that index content generated by third parties. Some see the role of search engines in a positive light, as facilitators of instantaneous access to previously remote information, and as an incredible means to make the world’s information available. But others see a threat, worrying that content made more accessible by search engines may endanger individual rights like privacy and reputation.

This debate is particularly interesting in the context of the OAS human rights system, given its unique provisions and guidance on both freedom of expression and intermediary liability. Although the most famous case on the RTBF — Google Spain v. Agencia Española de Protección de Datos & Mario Costeja González (“Google Spain”)¹⁰⁵ — was decided by the CJEU in 2014, RTBF claims based on data protection rights have received attention in several OAS countries, including Colombia, Mexico and Peru. The European approach is highly relevant because many OAS countries have data protection regimes modeled on the law applied in the Google Spain case: the 1995 EU Data Protection Directive (‘Data Protection Directive’).¹⁰⁶ At the same time, given the different legal traditions and approaches to human rights concepts in the two regions, there may be no universal interpretation of data protection laws or of the RTBF. Our research draws out key elements of the European RTBF in order to evaluate its compatibility with the ACHR. It further examines RTBF-related trends within the OAS and other regions, and their relation to free expression and other human rights obligations.

This chapter is divided into six sections. The following section outlines the RTBF and its

¹⁰⁵ European Court of Justice, Google Spain SL v. Agencia Española de Protección de Datos (AEPD), Case C-131/12, May 13, 2014.
main elements as developed by the CJEU in *Google Spain*. The next section, Section C, tries to understand the European RTBF concept under the ACHR and its interpretative sources. Section D analyzes trends arising from the application of the RTBF in OAS countries, as well as other countries around the world. The following section draws out a series of next steps that the client could take to get a more comprehensive perspective around the implementation of the RTBF concept in the region. We provide our conclusions in Section F. Brief snapshots of the key issues in the cases analyzed in section D are set out in the Appendix A to this Report.

**B. The Right To Be Forgotten Concept**

The RTBF rose to prominence globally in 2014. While defined differently by various speakers, as conceived in the EU it is a right based on data protection laws for individuals to compel search engines to de-list certain search results pertaining to them. This framing arose from the controversial *Google Spain* judgment of the CJEU, which ignited a zealous debate about the proper balance between freedom of speech and the protection of personal data. Neither the *Google Spain* analysis nor the underlying Data Protection Directive refer explicitly to a RTBF. However, the right established in the case was soon given this name in popular, academic, and policy discussions.

The RTBF emerging from the *Google Spain* judgment is focused predominantly on search engines. Accordingly, the RTBF represents a remedy pursuant to which an individual may request that the operator of a search engine remove links to third parties’ web pages containing his/her personal data, when those links appear in results for search queries based on the individual’s name.\(^{107}\) The RTBF is not absolute, and the CJEU clarified that it must be balanced against the public interest and against competing fundamental rights.\(^{108}\) Where that balance favors de-listing search results, the *Google Spain* judgment does not require the content to be erased from particular web pages, nor does it require search engines to de-list results for all queries. Instead, it requires the search engine to de-list the web page only from the search results based on the individual’s name.

The RTBF is an evolving concept. The RTBF, where it is supported by law at all, is interpreted and applied differently around the world, partially for historical reasons. One major source of difference may be that the EU recognizes the protection of personal data as a fundamental human right, but other regions or countries may not. For example, the United States does not have such a right in the U.S. Constitution. Legal cultures also differ in providing a possibility for the individual to “start anew.” In some countries, the concept of the RTBF goes back to the 1960’s with the recognition of the *droit à l’oubli*.\(^{109}\) Others saw similar laws prior to the *Google Spain*

\(^{107}\) *Google Spain* at para 3 from Ruling.

\(^{108}\) Google Spain C-131/12 (2014) at para 97. Historically, the European courts have aimed to balance the right to privacy and the right to freedom of expression. The Charter of Fundamental Rights of the European Union contains the fundamental rights recognised by the European Union, including the right for private and family life, the right of protection of personal data and the right of freedom of expression and information. The *Google Spain* judgment refers to the aforementioned document on several occasions.

allowing individuals to suppress true information, such as spent criminal convictions.\textsuperscript{110} Even after the CJEU’s ruling, some cases have expanded the scope of the narrowly defined right in the \textit{Google Spain} judgment and applied it beyond search engines to the source of the information (e.g. news archives).\textsuperscript{111}

1. Elements of the EU RTBF Under the \textit{Google Spain} Judgment

The name of Mario Costeja González, a Spanish citizen, initially appeared in La Vanguardia’s newspaper upon order by Spain’s Ministry of Labour and Social Affairs in relation to “a real-estate auction with attachment proceedings for the recovery of social security debts.”\textsuperscript{112} Over ten years later, Mr. Costeja González found Google search results pointing to a digitized version of the page, and lodged a complaint with the Spanish Data Protection Authority (“AEPD”) against La Vanguardia Ediciones SL, Google Spain SL and Google Inc. Mr. Costeja Gonzales wanted La Vanguardia to remove the pages referring to him, and for Google to remove personal data relating to him from its search results, so that the links related to his outdated debts that identified him would no longer be public.\textsuperscript{113} The AEPD rejected the complaint concerning La Vanguardia but it upheld the complaint against Google. Spanish courts reviewed the case and referred it to the CJEU.

In its ruling, the CJEU upheld Mr. Costeja Gonzalez’s claim and held that data protection law compelled Google to de-list certain search results upon request. The elements established by the CJEU with respect to the \textit{Google Spain} case along with relevant regulatory interpretations are explained in the following paragraphs.

a) The definition of the RTBF: De-listing obligation of a search engine as a “controller” subject to data protection law

As a matter of data protection law, the CJEU’s ruling rested on three key grounds. First, the CJEU held that Google was “established” because it had a subsidiary in Spain that sells advertising space offered by the search engine, which “orientates its activity towards the inhabitants of Spain.” Consequently, Google had to comply with the Spanish Data Protection

\textsuperscript{110} For example, the decision of a Hamburg court from 2008 pursuant to which the names of two half-brothers convicted of murder had be removed from a popular web page, followed by the reverse decision of the German Constitutional Court taking the side of the freedom of the press [\url{http://freespeechdebate.com/en/case/does-a-murderer-have-the-right-to-be-forgotten/}]; see also Lawrence Siry, Sandra Schmitz, “A right to Be Forgotten? – How Recent Developments in Germany May Affect the Internet Publishers in the US,” European Journal of Law and Technology, Vol.3, No.1, 2012 [\url{https://perma.cc/GZ5F-4KMD}]; see also Jennifer Granick, “Convicted Murderer to Wikipedia: Shhh!,” Electronic Frontier Foundation [\url{https://www.eff.org/deeplinks/2009/11/murderer-wikipedia-shhh}].

\textsuperscript{111} How Italian courts used the right to be forgotten to put an expiry date on news [\url{https://www.theguardian.com/media/2016/sep/20/how-italian-courts-used-the-right-to-be-forgotten-to-put-an-expiry-date-on-news}].

\textsuperscript{112} \textit{Google Spain}, at para 98

\textsuperscript{113} \textit{Id.} at para 20
Law. Second, Google’s activities represented “processing of personal data” within the meaning of the Data Protection Directive — the operator of the search engine “collects”, “retrieves”, “records”, “organizes” and “makes available” to its users’ personal data originally published on indexed web pages, which Google arranges in the form of lists of search results. Third, and critically for the outcome of the case, Google is deemed a “data controller” of indexed website content within the meaning of the Data Protection Directive, because it is the operator of the search engine and determines the purpose and means of processing personal data in the context of its own indexing and other business activities. Based on these key determinations, the court required Google to honor objections or erasure requests by “de-listing” certain results when users searched for the data subject by name.

The ruling went against the Opinion of the CJEU’s own influential Advocate General, Nilo Jääskine, issued on June 25, 2013 (‘Opinion’). As per the Opinion, the operator of the search engine is not a data controller, because it does not have control over the third parties’ web pages, and it does not distinguish between personal and other type of data. It further states that the Data Protection Directive does not create a RTBF that can be invoked against the operator of a search engine. The CJEU disregarded the Opinion and emphasized that the activity undertaken by Google constituted a processing of personal data within the meaning of the Data Protection Directive, and that the reasons for such processing essentially served Google.

b) The standard of the RTBF: “inadequate, irrelevant or no longer relevant or excessive”

The CJEU concluded that individuals have a right to seek de-listing of information that is “inadequate, irrelevant or no longer relevant or excessive.” However, de-listing may in some cases be improper based on “the nature of the information in question and its sensitivity for the data subject’s private life and on the interest of the public in having that information, an interest...”
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which may vary, in particular, according to the role played by the data subject in public life.”

The CJEU did not identify the publisher’s free expression interest as a relevant factor. Its conclusion was based on the general principles of data quality envisaged by the Data Protection Directive. It clarified that de-listing may be required even (1) when the information causes no prejudice to the individual, (2) when the information is true, and (3) when the web pages are published lawfully. The CJEU concluded that considering that the web publisher may have different legitimate interests for processing, a webpage may be de-listed even if the webpage itself lawfully processes the data. Finally, the CJEU concluded that data protection rights “override, as a rule” other interests, including Internet users’ interests in accessing information.

The CJEU’s RTBF analysis aims to ensure that individuals retain control over what data is associated with their name by search engine results. It expresses concern that searches on the basis of the individual’s name may have a significant impact on their private life because it provides a “structured overview of the information relating to that individual.”

c) The decision-maker of the RTBF: search engines in the first instance

The Google Spain ruling requires Google, as a data controller, to assess de-listing requests and comply with them when appropriate. Failure to honor a valid RTBF request would be a breach of the company’s duties under the Data Protection Directive and expose the company to fines. The EU’s pending General Data Protection Regulation (‘GDPR’) substantially increases these potential fines -- they can be as high as €20 million or 4% of annual global turnover. Where Google refuses to de-list a result, the data subject may seek review by a Data Protection Agency (‘DPA’) or a court. Publishers affected by de-listing are not entitled to DPA review.

d) The procedure of the RTBF: Little or no role for publisher

Neither the Google Spain ruling nor the underlying Data Protection Directive provide guidance on key notice-and-takedown procedural issues of the sort addressed in the introduction and in the Manila Principles and other human rights sources. In the wake of the decision, however, the Article 29 Data Protection Working Party, a key EU regulatory organization, elaborated on some points that were not clearly addressed in the CJEU decision. In influential but non-binding guidance, it stated that:

- The data subject is not required to first contact the original source (the webmaster or
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The data subject can contact Google by any means, not only through Google’s designated webform. Data subjects must “sufficiently explain the reasons why they request de-listing, identify the specific URLs and indicate whether they fulfil a role in public life, or not.” They may in some cases also have to provide proof of identity.

The timeframe and communications in response to a RTBF request are to be governed by national data protection law in each Member State of the EU.

Google is not permitted to let the webmaster or publisher know when one of its pages has been de-listed based on a RTBF request, because this could identify the data subject and constitute additional impermissible data processing -- though in unusual cases it may consult with a publisher before de-listing.

Google is not permitted to inform users when particular links or responses to particular search terms are missing based on RTBF claims, because this could effectively identify the data subject.

If Google rejects a RTBF request, “it should provide sufficient explanation to the data subject about the reasons for the refusal” and inform them of their right to seek recourse from a DPA or court.

De-listing must be exercised not only on versions of web search targeted to European countries, but on all relevant domains (such as google.es or .com or .mx).

As will be discussed below, the mandate for global removal and the prohibition on routine webmaster notice have both been reinforced by national DPAs in the wake of Google Spain. In ongoing litigation in France, the national data protection agency has asserted that de-listings based on French law must be carried out globally, affecting access to information and expression rights for Internet users everywhere in the world.

2. The RTBF Post-Google Spain

Following the Google Spain judgment, Google received hundreds of thousands of requests for de-listing of search results. To date, Google has evaluated approximately 1,932,339 URLs and
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received approximately 699,560 requests. Google and Microsoft report that over half of the requests received for their search engines are invalid as per their assessment.

The Article 29 Data Protection Working Party published guidelines on the implementation of the Google Spain decision. As noted above, this included strict limits on notice to publishers, and expansive extraterritorial application. It emphasizes the CJEU’s statement that the data protection rights of an individual shall prevail over the economic interests of the search engine operator and the interests of the Internet users to obtain information through the search engine. This is due to the significant impact of data processing on the fundamental right to privacy. However, the sensitivity of the processed data and the public interest shall be taken into consideration during this assessment. It opines that “[t]he impact of [RTBF de-listings] on the freedom of expression of original publishers and users will generally be very limited,” both because of the public interest balancing exercise Google is supposed to conduct and because de-listed content will still be available on the Internet.

The French Data Protection Authority has raised a claim for Google to de-list results everywhere in the world, not just on European domains raising issues of extraterritorial application. This interpretation of the RTBF raised significant concerns worldwide about justification of such implementation of the RTBF and its effect on the right to freedom of expression. Google appealed the decision of the French Data Protection Authority requiring search results to be de-listed worldwide before the highest administrative court in France, the Conseil D’Etat.

The issue of notification to publishers came to renewed attention in September 2016, when the Spanish DPA fined Google 150,000 Euros for not notifying webmasters about RTBF de-listings.

---
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The case is currently being appealed to the Spanish courts.  

Finally, new developments have arisen before the CJEU itself. In the Manni case, the court held that a data subject could not compel a public registry of companies to delete or restrict access to information about a corporate bankruptcy with which he had been associated. The court noted that individual EU countries could, but did not have to, permit restriction of access to such data in limited circumstances.  

Another case, recently referred to the court from France, examines Google’s processing of “sensitive” personal data such as health information.  

There are various cases in Europe applying Google Spain, and the variety of interpretations of the concept is evident. For example, a recent decision of the Court of Rome in Italy reportedly favors the right of freedom of expression. An attorney in Italy requested de-indexation of fourteen links identified via a search of the attorney’s name. The Italian Court rejected the claim based on three factors: a) search results may not be removed if they are recent and relevant, b) the information is of public interest, and c) the public involvement of the plaintiff.

A similar case was filed in the UK based on the RTBF, where a man has been sentenced to several years in jail for committing a crime involving the public revenue. He requested that several prominent media organizations and Google remove articles about him. The Nottingham County Court rejected the application because the article is of “significant public interest” and because the individual is still serving his sentence (i.e. the statements published in the articles are not yet outdated).

Another important development in the EU is the passage of the EU General Data Protection Regulation (‘GDPR’), which will enter into force on May 25, 2018. This legislation had been in the works well before Google Spain, when the EU realized that the digital era and the increased processing of personal data required a uniform approach between EU Member States in relation to personal data protection. In contrast with the 1995 Data Protection Directive, the GDPR is...
expressly references the “RTBF” and, similar to the approach of the European court, aims to balance the RTBF\(^{151}\) with the right to freedom of expression.\(^{152}\) However, the GDPR has been criticized for establishing substantive rules that inadequately protect free expression, as well as introducing new notice and takedown processes that are less favorable to free expression than prior laws.\(^ {153}\) It remains to be seen whether the newly envisaged RTBF will clarify the pending issues following the Google Spain judgment or give rise to further uncertainty.

**C. How Can RTBF Be Seen Under The ACHR?**

This section analyzes the EU-based concept of RTBF in the context of the OAS human rights framework. Our intention is to highlight the most relevant elements of the RTBF against the ACHR standards, as these have been understood by its interpretative bodies. We find considerable tension between OAS free expression standards and the RTBF as adopted by the CJEU.

As discussed in the previous section, the exact boundaries of the current RTBF concept are evolving. Taking the Google Spain decision as the defining moment for this doctrine, we have identified four inflection points at which the RTBF challenges existing safeguards in international human rights law:

a) Are search engines “data controllers” for indexed content\(^ {154}\) and, if they are, how should they comply with RTBF requests (deletion, general de-listing, de-listing in relation to personal data)? (“the definition of RTBF”);

b) What standard is required to be shown to make a RTBF request, and what public interest concerns offset this standard (i.e., how the “irrelevant, inadequate” standard articulated in Europe would apply under the OAS framework)? (“the standard of RTBF”);

c) Who is best placed to determine whether a RTBF applies in each case (i.e., the search engine, an independent agency or a court)? (“the RTBF decision-maker”); and

d) What procedural safeguards should be put in place in addressing RTBF requests (for example, should the publisher or webmaster be notified and allowed to object)? (“the procedure of RTBF”).

In the following subsection, we frame our analysis by presenting the dominant views raised for and against the RTBF. We then highlight the existing safeguards within the International, EU and OAS human rights framework for freedom of expression and privacy and data protection, focusing on the substantive and procedural rights/safeguards therein. Finally, subsection C(3), analyses the main elements of the RTBF, as described in section B, to understand how they relate to the ACHR safeguards and interpretations.

\(^{46}\) en.htm [https://perma.cc/YUX9-6LBH].

\(^{151}\) Article 17, pars 1 & 2.

\(^{152}\) Article 17, para 3.


\(^{154}\) Note that this question is distinct from asking whether search engines act as controllers for user data that they collect and store in accounts, logs, advertising profiles, or similar back-end storage systems.
1. Conflicting Views Around The RTBF

According to its defenders, the RTBF is a critical tool to address the problem of the widespread availability of information that may damage or affect someone’s reputation through the Internet. Rather than a new right, many see it as a new doctrine whereby the existing fundamental right to the protection of personal data can be exercised on the Internet -- much as it had been against more traditional data controllers like banks, telemarketing companies or credit score agencies. Following this argument, just as an individual is capable of requesting the removal of his name or address from a backend database, he or she should be able to request a search engine to stop using his or her personal data as a particular search result.

Those who oppose the RTBF as prescribed by the European authorities believe that it creates a great risk for freedom of speech and information. They argue that allowing any individual to request the deletion of a search result in connection with her name opens the door to a form of private censorship sanctioned by the government. An individual’s right to control the information that is publicly linked with their name is placed in direct opposition to the public’s right to seek and impart information, or in the search engine’s right to free expression in the form of accurate and complete search results.

The potential conflict between these rights is particularly pronounced in the context of the Internet which, while providing an important mechanism for free speech, also has the potential to erode an individual's privacy and reputation on a large scale by allowing unfettered dissemination of information. While some commentators do not deny that with the widespread availability of personal data, harmful information or defamatory content is a real problem online, they believe that the RTBF or a data protection legal framework is not the right tool for addressing the issue.

The RTBF also raises questions regarding who is best placed to resolve this conflict between privacy and the freedom to receive and impart information: intermediaries, administrative agencies or national courts. Outsourcing RTBF decisions — and the function of balancing privacy and freedom of expression rights — to intermediaries causes particular concern. Intermediaries are commercial entities whose fear of potential liability, or lack of resources to fully address requests for de-listing, may motivate an overzealous response to individual requests that

155 See, among others, Eric Posner, We All Have the Right to Be Forgotten, SLATE (May 14, 2014), http://www.slate.com/articles/news_and_politics/view_from_chicago/2014/05/the_european_right_to_be_forgotten_is_just_what_the_internet_needs.html [https://perma.cc/GM5T-TAEN].

156 See generally Keller, Europe’s Right to be Forgotten in Latin America, supra note 103.
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161 See, eg, UN Freedom of Expression at 104-105; House of Lords Report on RTBF at para 36.
This aspect of the debate around the RTBF appears to be about means and not ends. Both sides may agree that some legal or technological solution should exist to address the issue of the unlawful use of personal data online, but they diverge on key questions such as whether erasure obligations should lie with search engines, who provide access to information already published, or directed exclusively to those who publish it; as well as whether data protection laws provide the best legal framework for balancing the rights in issue.

These conflicts are particularly pronounced in the context of OAS human rights framework with the ACHR’s broad scope for freedom of expression relative to other rights. The following subsection describes the main human rights guarantees applicable to the rights in debate in the RTBF.

2. The RTBF and International Human Rights Instruments

This section highlights the key criteria in international human rights instruments that inform the conversation about the RTBF, with an emphasis on the ACHR and its interpretive documents. In addition to the general overview of intermediary liability discussed in Part II.B, RTBF in particular raises concerns about the balance of privacy with free expression, and about the role of search engines in supporting or burdening Internet users’ rights.

a) International and European Human Rights Framework

The RTBF broadly poses a conflict between privacy and free expression rights. Supporters of the RTBF see it as a manifestation of the universal human right to privacy under Article 17 of the ICCPR. In 1988, the UN HRC, in General Comment 16, identified a particular right for individuals to ascertain which public or private bodies control files about them, and “[i]f such files contain incorrect personal data or have been collected or processed contrary to the provisions of the law… to request rectification or elimination.”

Data protection aspects of the privacy right are uniquely significant within the EU legal system, because of the express inclusion of data protection as a fundamental right in Article 8 of the EU Charter of Fundamental Rights. (By contrast, data protection rights are not listed in the European Convention on Human Rights, although the privacy right under that document
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162 Keller, Europe’s Right to be Forgotten in Latin America, supra note 103 at 17; House of Lords Report on RTBF para 33-35.
165 ICCPR General Comment No. 16: Article 17 (Right to Privacy).
presumably encompasses some aspects of data protection.) The CJEU in Google Spain interpreted
the Data Protection Directive “in light of fundamental rights” to both data protection and privacy,
but did not address whether RTBF was mandated by fundamental rights considerations.  

European human rights instruments also address free expression, and have been interpreted
as a source of constraints on intermediary liability. In pre-Google Spain guidance, for example,
the Council of Europe stated that search engines should not have the obligation to “monitor their
networks and services proactively in order to detect possibly illegal content and should not conduct
any ex-ante filtering or blocking activity” unless it is directed by a court, and that “de-indexation”
should be transparently carried out by public authorities aligned with due process requirements.

Speaking to the balance of rights, the Council of Europe in its Guide to Human Rights for
Internet Users169 states that freedom of expression, the right to information and privacy must be
“balanced” and that these rights, on principle, should be respected equally.170 As UNESCO noted
in discussing the RTBF, treading this balance is complex: companies such as Google may receive
a host of requests, some illegitimate, which will cover up misdeeds of a politician, and some
legitimate requests from parents to de-list names of minors who were victims of sexual abuse.171
UNESCO’s study on Privacy, Free Expression and Transparency finds the effect of the RTBF on
access to information may be problematic, saying it is “debatable in the long run if this decision
to remove what the court deemed as irrelevant and outdated information strikes the right balance
between the two fundamental interests.”172

b) OAS Human Rights Framework

Bringing a concept like the RTBF into the OAS Region poses a risk of conflict with the
OAS human rights framework. The degree of conflict will depend on the interpretation of RTBF
at issue in a particular case. As discussed in the introduction, the OAS has been recognized as the
human rights framework providing the broadest protections for free expression. Commenting on
its predominant role in the OAS human rights framework, the OSRFE has said that any restrictions
based on “other international instruments are not applicable in the OAS context, nor should such
instruments be used to interpret the American Convention restrictively.”173 More specifically, the

167 Id. at para 68-69; See also Id. at para 80 (search engine is “liable to affect significantly the fundamental rights to
privacy and to the protection of personal data when the search by means of that engine is carried out on the basis of
an individual’s name”) & para. 97 (data subject may “in the light of his fundamental rights” request de-listing); para
58 (denying RTBF obligations for search engines would “compromise the directive’s effectiveness and the effective
and complete protection of the fundamental rights and freedoms of natural persons”).
168 See Council of Europe, Recommendation CM/Rec(2014) 6 of the Committee of Ministers to member States on a
“Guide to Human Rights for Internet Users” available here
https://rm.coe.int/CoERMPublicCommonSearchServices/DisplayDCTMContent?documentId=09000016804d5b31
169 Id.
170 Id. at para 41.
171 Fostering Freedom Online the Role of Internet Intermediaries (2014) (UNESCO Publishing; Rebecca Mackinnon,
Elonnai Hickok, Allon Bar, Hae-in Lim) at 118-119.
OSRFE has said in its 2017 Report that “the application to the Americas of a private system for the removal and de-indexing of online content with such vague and ambiguous limits is particularly problematic” to the light of the ample Freedom of Expression protections that exist in the ACHR. This counsels some skepticism about a ruling based on the European Charter. At the same time, the ACHR also recognizes the right to privacy of every individual, and provides standards for balancing that right against the expression and information rights of others.

OAS standards may diverge from European standards both with respect to the substantive balancing of rights, and the procedural requirements to protect those rights in the context of intermediary liability and search engines.

i) Substantive rights: freedom of speech, privacy, data protection

Implementation of the RTBF in OAS countries could not only impact publishers’ freedom of expression (and, arguably, the freedom of expression of the intermediary service provider), but also the right of the general public to receive information.

Privacy is a key human right recognized in the ACHR. Article 11.2 says that “no one may be the object of arbitrary or abusive interference with his personal life, his family, his home, or his correspondence, or of unlawful attacks on his honor or reputation.” In the past, this has been interpreted as an obligation of the State to respect the private sphere of the individual and a duty to ensure that third parties do not act in a way that could arbitrarily affect it. In addition, Principle 3 of the Declaration of Principles recognizes a right that appears more similar to the European data protection concept, providing that an individual has the right “to access to information about himself or herself or his/her assets expeditiously and not onerously, whether it be contained in databases or public or private registries, and if necessary to update it, correct it and/or amend it.” This Principle refers to the habeas data writ. Significantly, and unlike the EU RTBF standard, Principle 3 does not include reference to individuals having any right to erasure.

The OSRFE has discussed this protection, stating that: “Given the impact on the private life of individuals, States should establish systems for the protection of personal data, to regulate their storage, processing, use, and transfer.” The OSRFE also noted that states must in some instances require deletion of data “if necessary and proportioned.” From this passage, it is clear
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that the interpretation that OSRFE has given to the ACHR allows not only data protection regulation but even the deletion of personal data. However, the OSRFE has warned recently that both the removal of content from the Internet and, to a lesser degree, the de-indexing of content can be seen as clear interferences with the right to freedom of expression as well as the right of access to information, given their information limiting effects.\textsuperscript{181} Therefore, where free expression rights are at issue, the clear limit to this deletion can be found in the three-step test and standards established in key OAS human rights documents.

The Declaration of Principles speaks to the balance of free expression and privacy in Principle 10, saying that “privacy laws should not inhibit or restrict investigation and dissemination of information of public interest.” In this regard, the OSRFE has later said that the protection of individual privacy “must be based on reasonable and proportionate criteria that do not end up arbitrarily restricting the right to freedom of expression.”\textsuperscript{182} On the conflict between personal data protections and freedom of speech, the OSRFE has mentioned that it “cannot lead to the imposition of restrictions on information disseminated by media outlets that could affect the privacy rights or reputation of an individual.”\textsuperscript{183} Principle 10 further establishes an “actual malice” standard for public figures, prohibiting liability for a speaker unless he or she “had the specific intent to inflict harm, was fully aware that false news was disseminated, or acted with gross negligence.”\textsuperscript{184}

Explicating this protection in its Background and Interpretation of the Declaration of Principles, the OSRFE identified both an “intent” standard and vindication through civil procedure as key elements in balancing privacy and expression or opinion rights. It stated,

The State fulfills its obligation to protect the rights of others by establishing statutory protection against intentional attacks on honor and reputation through civil procedures, and by enacting legislation to ensure the right to rectification or reply. In this way, the State safeguards the private life of all individuals, without exercising its coercive power abusively to repress the individual freedom to form and express an opinion.\textsuperscript{185}

In addition, the explication continued, “[t]here should be no liability when the information giving rise to a lawsuit is a value judgement rather than a factual assertion.”\textsuperscript{186} As an illustration of this, the right to reply under Art 14 is cited as the first means to address an allegation of unlawful privacy invasion. If this is insufficient, and only if it was shown that serious harm was caused with an intentional or obvious disregard for the truth, civil liability can be imposed on the speaker, in
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accordance with the strict requirements of Art 13.2.\textsuperscript{187}

ii) Procedural rights: due process

As noted above, the OSRFE in explicating Principle 10 identified civil court proceedings as a key component in striking a balance between privacy and expression rights. This overlaps with the right in Article 8 of the ACHR to a hearing with due process guarantees before an independent and impartial tribunal. The same emphasis on courts and public adjudication of rights appears in OAS materials regarding intermediary liability and suppression or de-listing of online content. The OSRFE recently said that intermediaries that do not specifically intervene in the unlawful content should not face liability or removal obligations unless they “refuse to obey an order adopted in accordance with due process guarantees by an independent, impartial, authoritative oversight body (such as a court) to remove it.”\textsuperscript{188}

Internet search engines in particular have been praised by the OSRFE as one of the main facilitators of the circulation of information and ideas on the Internet, playing an important role in creating the social dimension of freedom of expression.\textsuperscript{189} Their role as intermediaries between publishers and readers, at the same time, has been recognized as a potential choke point for the free circulation of ideas and information online. In the 2011 Joint Declaration, the Special Rapporteurs emphasized the need to shield Internet intermediaries from liability for content created by others as long as they do not exercise editorial control over it.\textsuperscript{190}

Human rights sources and the Manila Principles support additional, more specific procedural rights, including the provision of notice to the publisher when content is restricted, and an opportunity for the publisher to contest the restriction.\textsuperscript{191} Article 25 of the ACHR requires the right to simple and prompt recourse from a competent court or tribunal for any alleged violation of fundamental rights. Both UN Special Rapporteur and the OSRFE have established previously that any person affected by measures that restrict freedom of expression “as a result of the decisions of intermediaries should have, depending on the specific domestic regulations, legal remedies to contest such decision and mechanisms for reparations in the event of the violation of their

\textsuperscript{187} Art 13.2 provides that any restriction of free expression must be expressly established by law to the extent necessary to ensure respect for the rights or reputations of others, or for the protection of national security, public order or public health and morals. IACHR OSRFE (2010) supra note 3 at 79. See also, Frank La Rue writing for the Google Advisory Council, “The Advisory Council to Google on the Right to be Forgotten,” Final Report, February 2015, available at: \url{https://www.google.com/advisorycouncil/} [https://perma.cc/434G-DLWF].

\textsuperscript{188} Joint Declaration on Fake News. The earlier OSRFE report similarly stated that “an order to include or remove specific links, or the imposition of specific content in Internet publications” was a form of “prior censorship” according to the case law of the OAS human rights framework and in violation of Article 13. IACHR OSRFE (2010) supra note 3 at 53. The statement refers to a case regarding a film, “The Last Temptation of Christ” I/A Court H.R., Case of “The Last Temptation of Christ” (Olmedo-Bustos et al.) v. Chile. Merits, Reparations and Costs. Judgment of February 5, 2001. Series C No. 73.
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The OSRFE has also previously recommended non-judicial domestic remedies as a way of expediting the resolution of conflicts between users and intermediaries, where users wish to contest the decision of intermediaries to remove their content.\textsuperscript{193}

3. Analyzing the EU RTBF Elements Under the OAS Human Rights Framework

In the form articulated by the CJEU, a RTBF that forces search engines to consider and implement the requests to de-index search results based on data protection law would likely amount to a form of information restriction if applied in the OAS region. Not all forms of information restriction are considered censorship or prohibited under the ACHR, however. This section centers on this question and examines the EU RTBF in light of free expression protections within the OAS human rights framework.

As set out in our introduction, under the ACHR, the right to freedom of expression is absolute, unless the restriction is:

1. defined in a precise and clear manner by a law, in the formal and material sense
2. designed to serve compelling objectives authorized by the ACHR; and
3. necessary in a democratic society to serve the compelling objectives pursued, strictly proportionate to the objective pursued, and appropriate to serve such compelling objective.

We now consider the key elements of the RTBF that we highlighted in discussing \textit{Google Spain}: the definition of the RTBF (search engine as controller with de-listing, not deletion, obligations), the appropriate standard of RTBF (“irrelevant” v. “unlawful”), the appropriate decision-maker for RTBF (who should decide on the requests), and the procedure of RTBF (what process is necessary for intermediary removals) within the parameters of an acceptable restriction on free expression under the OAS human rights framework. While aspects of the elements identified in the EU-based concept of RTBF may in some cases be permissible within the OAS region, this concept cannot be automatically transplanted within the OAS human rights framework.

a) The Definition of the RTBF

The EU ruling concluded that Google’s search service acted as a controller of indexed content under data protection law, and that the company had de-listing obligations as a result. This interpretation of the Data Protection Directive was not shared by the Court’s Advocate General, who recommended the opposite outcome. Behavioral evidence suggests that the Court’s interpretation was not so widely held or relied upon prior to the ruling -- otherwise at least some part of the current flood of RTBF litigation and de-listing requests would have started before 2014.

Under OAS standards, this debatable interpretation of the Data Protection Directive might not pass muster. In order for any restriction on speech to be implemented under the OAS human rights framework, such a right must be established in law “expressly, restrictively and clearly.”\textsuperscript{194} In other words, the law must be drafted in the clearest way possible so that the public is absolutely
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certain of its obligations under law.\textsuperscript{195}

In addition, the broader human rights framework that guides interpretation of data protection statutes in OAS states may dictate a different outcome. As noted above, the ACHR does not contain an enumerated data protection right like the one in the EU Charter, and the \textit{habeas data} right of Principle 3 does not expressly extend to erasure of data. So, the human rights framework of privacy and data protection would not push as strongly as the EU’s did toward designating search engines as controllers. The ACHR’s strong free expression rights would further counsel against an interpretation of data protection law that effectively makes search engines responsible for adjudicating the balance of privacy and free expression rights -- an outcome that the OSRFE has consistently warned against in other areas of law.

b) The Standard of the RTBF

The CJEU applied the RTBF to information that is “inadequate, irrelevant or no longer relevant or excessive” – a standard that may be difficult to reconcile with the OAS human rights framework. In the OAS, ACHR Article 11 prohibits “arbitrary or abusive interference with ... private life[.]” This means that laws protecting individual privacy “must be based on reasonable and proportionate criteria that do not end up arbitrarily restricting the right to freedom of expression.”\textsuperscript{196} As OSRFE has said, “the right to privacy must yield to freedom of expression when the facts disseminated can have public relevance.”\textsuperscript{197} The threshold for raising a violation of a privacy right under the ACHR thus appears to be higher than the “inadequate or irrelevant” standard described by the CJEU, particularly as the CJEU’s standard can compel de-listing even for truthful information and information that does not prejudice or harm the data subject.

While the CJEU standard carves out public information, and in particular says that some information about public figures need not be de-listed, it does not appear to strike the same balance as the “actual malice” standard for privacy rights of public figures in the Declaration. In establishing de-listing obligations for Google, the CJEU nowhere suggests that the search engine meets the OAS ‘actual malice’ standard, which requires intent, knowledge of falsity, or negligence regarding statements about public figures.\textsuperscript{198}

c) The Decision-Maker of the RTBF

The CJEU’s designation of search engines as the initial decision-makers in the RTBF context appears in conflict with free expression and due process rights\textsuperscript{199} under the ACHR. If the European RTBF were directly implemented in the OAS region, search engines would be tasked

\textsuperscript{195} \textit{Id.}
\textsuperscript{196} IACHR OSRFE (2013) \textit{supra} note 24 at 58.
\textsuperscript{197} IACHR OSRFE (2010) \textit{supra} note 3 at 113.
\textsuperscript{198} Background and Interpretation of the Declaration of Principles.
\textsuperscript{199} Article 8, ACHR.
with determining alleged violations of privacy rights\textsuperscript{200} as well as in respect of the original publisher’s free expression and the public’s right to receive information\textsuperscript{201}

This allocation of removal decisions to private companies – not impartial or independent authorities – contravenes repeated statements, under OAS standards, that intermediaries should not remove content without court adjudication.\textsuperscript{202} On this issue, the OSRFE has made clear that “[requiring [intermediaries] to conduct a quasi-adjudicatory exercise that weighs the rights of their users exceeds the scope of their competence and could create and encourage abuses against freedom of expression and access to information.” Even under more flexible standards permitting some “adjudication” by intermediaries, like that adopted by the Argentine Supreme Court in \textit{Belen Rodriguez}, the EU RTBF appears problematic because it puts search engines in charge of difficult decisions about content that is not plainly illegal.\textsuperscript{203} For the reasons set out above, search engines are not disinterested or impartial in responding to takedown requests, and may implement RTBF requests to avoid liability.

d) The Procedure of the RTBF

The existing procedure for the RTBF in Europe does not appear reconcilable with due process protections or with the three-step test for a legitimate restraint on free expression developed in the OAS human rights framework. Most notably, as the RTBF has been interpreted in Europe, there is no requirement to notify the webmaster or the original publisher that their content has been de-listed from Google. The RTBF procedure based on data protection law is simply not designed to allow the participation of interested third parties beyond the data controller and the data subject. Indeed, the Article 29 Working Party’s interpretation has been that there no legal basis under EU data protection law that “obliges search engines to communicate to original webmasters that results relating to their content have been de-listed” because that notification in itself would be a new and different unauthorized processing of personal data.\textsuperscript{204} Spain’s DPA recently affirmed this standard, fining Google for notifying publishers about de-listings. The procedure for RTBF de-listings under the EU’s pending data protection law, the GDPR, similarly does not require notice to webmasters and introduces additional problematic procedures.\textsuperscript{205}

In contrast, a decision by the Court of Appeals for the First Region in Mexico vacated a Data Protection Agency order to de-list precisely because the Mexican Court considered that the freedom of expression of the original publisher would be harmed without a proper opportunity to

\textsuperscript{200} Article 11, ACHR.
\textsuperscript{201} Article 13, ACHR.
\textsuperscript{202} See discussion \textit{supra} Part I.C.2.
\textsuperscript{203} \textit{Belen Rodriguez}, Judgment R.522.XLIX (2014). The Supreme Court gives the examples of child pornography, data that facilitates or instructs the commission of a crime, threatens human life or physical integrity, expresses approval of genocide (among others) as well as harmful content that is detrimental to honor, or contains notoriously false images which in a clear and unquestionable manner, seriously violate privacy.
\textsuperscript{204} Article 29 Data Protection Working Party, \textit{supra} note 127 at 10.
\textsuperscript{205} Daphne Keller, \textit{supra}, note 153.
be part of the proceedings and exercise his right to audience.\textsuperscript{206} Ensuring that publishers and other potentially injured parties can contest de-listing decisions reduces the likelihood that improper RTBF requests will succeed in suppressing lawful speech. It is also consistent with ACHR Article 25(2), which provides that State Parties must ensure that persons claiming legal remedy shall have their rights determined by a competent authority provided for “within the legal system of that state.”

\textbf{D. Thematic Findings and Trends}

National law developments that inform our analysis are listed in more detail in the Appendix to this Report. In addition to the European developments discussed above, the following are noticeable developments around the world:

- Argentina, which has what has been called the “most complete” data protection law in Latin America,\textsuperscript{207} is considering legislation modeled on the new EU GDPR.\textsuperscript{208} Most probably, countries seeking to reach the certification of “adequate level of protection” will choose to adapt their national data protection laws to the same high standards.

- A Canadian court ruled in 2017 that Canadian data protection law applied to content on a Romanian website.\textsuperscript{209} Its injunction prohibited publication of Canadian court records on the site, and anticipated that the applicant would use the order in seeking de-indexation by search engines.\textsuperscript{210}

- The Colombian Constitutional Court interpreted its data protection law as requiring a news website to update (but not delete) an old news story discussing the victim of a crime, and prevent search engines from indexing the story. In dicta, the Court rejected the Google Spain outcome, stating that to hold search engines liable for the content would be “unnecessary sacrifice of the Network Neutrality principle and, with it, of the freedom of information and expression.”\textsuperscript{211} Perhaps inadvertently, the court ordered the news website to implement more far-reaching de-listing than resulted from the Google Spain ruling. By requiring the site to use robots.txt or other technical means to prevent the page from being indexed, it effectively took the page out of search results completely -- not only for searches on the plaintiff’s name.

- An appellate Court in Mexico ruled that the Mexican DPA improperly ordered Google to de-list results, because the affected publisher was not given notice and an opportunity to


\textsuperscript{210} \textit{Id.} at para 86. (The Office of the Privacy Commissioner of Canada submitted that this was the most “practical and effective way” of mitigating the harm to individuals.)

In a troubling Peruvian case involving police investigation of a former public servant, the DPA held that Google was a data controller and initially ordered it to block any search result connecting the data subject with the investigation. On administrative appeal, the DPA required Google to de-list 16 specified URLs but relieved the search engine of the obligation to proactively find and block other URLs -- a key change, given the OSRFE’s recent affirmation that “content filtering systems which are imposed by a government and which are not end-user controlled are not justifiable as a restriction on freedom of expression.”

Drawing on these and other developments reviewed, we have identified the following trends:

1. Inconsistent Application of the RTBF

   We have observed an inconsistent approach to dealing with removal requests from search engines within or outside the OAS region. In some cases, like in Colombia, Courts have not made the search engine liable for data processing activities. In other OAS countries, like Peru, authorities had established that the responsibilities of the search engines include honoring removal requests from users.

   Among the countries that adjudicated the cases under data protection laws, like Peru or Mexico, the degree to which this regulation has been applied to search engines has been different. Sometimes it has been interpreted to impose on search engines the general mandate of de-indexing any search result associated with a case (Peru), in others it has been limited to requiring search engines to de-list a particular search result subject to due process for the publisher (Mexico), and in another case it involved ordering a publisher to de-list the content from every search engine (Colombia). In some OAS countries, such as Peru, applying data protection laws to require search engine de-listing expanded on already existing practices of applying data protection law to primary publications, and requiring erasure of data there. In countries such as India where there are no data protection laws and privacy arguments are based on constitutional law, different courts in the country have taken different views, as there are no established grounds that the court can rely on.

212 Séptimo Tribunal Colegiado de Circuito del Centro Auxiliar de la Primera Región, supra, note 206.
214 Joint Declaration on Fake News.
215 See infra Appendix A.1.e.
216 See infra Appendix A.1.h.
217 In the case of Colombia, the decision was effectively more drastic that the one envisioned by the ECJ since it involved removing the search result from every kind of search query, not just the ones with the name of the claimant. Paola Nalvarte, Ojo Público: Law on Personal Data Protection should not be used to censor journalists in Peru, Knight Center for Journalism in the Americas Blog (August 3, 2016), https://knightcenter.utexas.edu/blog/00-17330-ojo-publico-law-personal-data-protection-should-not-be-used-censor-journalists-peru [https://perma.cc/4VU7-PDQF].
This reveals that the RTBF is still a developing concept. Court conclusions may vary depending on the set of rules they are interpreting, their previous knowledge about how the Internet works and the nature of the story or the information that the individual is seeking to remove from the Internet. This indeterminacy also signals a great opportunity to debate this question under an open and equilibrated human rights framework of analysis that takes into account freedom of expression, freedom of information, due process of law and privacy.

2. The Analysis Is Shaped by the Legal Framework Used

The way in which a case is decided will change greatly if it is analyzed within a data protection framework or, alternatively, outside of it. When data protection is not the governing framework, courts are likelier to closely consider established limits grounded in human rights, constitutional law, or doctrines such as defamation. The data protection concepts of data controllers and data processors seem less flexible to analyze the activities of intermediaries who, through automated processes, deal with vast amounts of information (including personal data) originally published by third parties. In cases applying data protection law, the decision to update or remove a search result is often more narrowly based on an assessment of whether the data is “inexact, incomplete or no longer necessary.” This trend includes the decisions analyzed from Mexico and Peru, where data protection authorities determined that the search engine was a data controller and therefore was compelled to accept requests for personal data removal.

In contrast, when a claim is analyzed outside of the data protection framework, it is possible for courts to draw from Constitutional safeguards, liability theories under tort law, and any other statute applicable to the Internet. In those cases, the question is not only about the information but the analysis also includes who published the information, under what circumstances, what outcome is the least restrictive of rights, and what is most effective to resolve the issue. These questions were relevant to the decision in Brazil, where the analysis by courts took place under a broader legal perspective and was informed by human rights law in dismissing claims against Internet intermediaries. However, the lack of a strict frame of reference to address the RTBF can also be a threat to human rights, introducing ambiguity and unpredictable outcomes, as has been the case in some cases in Asia.219

3. Increasing assertion of RTBF requests in OAS countries since Google Spain

OAS countries have seen a number of RTBF claims, which in some cases have reached high courts. In countries that had a pre-existing data protection law, the CJEU decision in Google Spain seems to have particularly encouraged claims based on that case’s rationale. The original claims of petitioners in Mexico, Peru and Chile (which does not have a data protection law) refer explicitly to the Google Spain decision as grounds of their claim. From this perspective, many plaintiffs have even gone beyond the specific ruling of the Google Spain Case in filing their motions. Before this wave of decisions under the RTBF, the natural path for those plaintiffs would have been filing a lawsuit under defamation, habeas data, or tort law. However, given that under those causes of action the law would provide ample opportunity to dispute the veracity of the claim

219 See, eg, India discussed infra Appendix A.2.c.
or the scope of damage and would be first adjudicated before a Court, many would-be plaintiffs appear to be turning now to data protection law for a substitute that can give them the same effects with a lower burden of proof.

4. Analysis Under Data Protection Law Is Potentially Incomplete

The *Google Spain* judgment resolved several highly ambiguous provisions of European law. As discussed above, even the CJEU and its own Advocate General reached strikingly different conclusions on key questions. These included the fundamental question whether Google acted as a data controller for indexed content, as well as the viability of “RTBF” erasure requests under EU law. The *Google Spain* ruling has been supplemented in the EU with extensive and careful supporting documents and opinions from groups like the Article 29 Working Party.

By contrast, Latin American courts have not necessarily been so careful in determining key questions such as controller status, or in detailing the parameters of RTBF obligations. Some authorities in Latin America appear to have directly imposed the CJEU’s interpretation of the Data Protection framework to search engines, without considering of potential differences under non-EU law or taking into account other legislative protections to the dissemination of information on the Internet. This has led to successful judicial challenges (México) or serious uncertainty about how search engines must proceed to fill in their role as data controllers (Peru). In the countries where some type of RTBF has been recognized by data protection authorities, lack of legal clarity could lead search engines to de-list lawful content.

5. Journalism and the RTBF

We found several cases filed directly against publishers like newspapers, official bulletins and judicial archives, among others, and not against search engines under data protection laws. In a way, this set of cases can be seen as part of an expanding understanding of the RTBF. This trend could have been emphasized by the misnomer of “The RTBF” as it implies the grant of a certain kind of forgiveness or a “second chance” for a person in the face of public opinion. However, most modern data protection laws have an exception for the activities of journalism and media activities, establishing strong limits on their application to those activities. This exception acknowledges that, if the data protection rules were strictly applied to journalism, journalistic activity would be emptied of meaning and social value since they would be subject to objections from any individual.

While this exception strongly protects against direct claims against newspapers and journalism outlets, we have not seen it interpreted by courts to protect (1) the activity by which publishers make their content available through search engines; and, (2) the activity of search engines indexing and linking to those news outlets. There is work to be done in assessing and asserting journalistic organizations’ rights with respect to indexation.

In addition, journalistic exceptions should be considered with respect to search engines

---

220 See discussion of Canada *supra* section A(1)(c), where a complaint was filed against a Romanian website that aggregated public data, in respect of search engines indexing that website.
themselves. Given that search engines exercise very little editorial control over their search results, they could likely not be classified as newspapers or media. However, a second look at the rationale behind the origin of the journalism exception could provide an opportunity to either extend or create a new exemption to other kinds of activities, like search engines “controlling” personal data. Following the same reasoning applied to the journalism exemption, the activities of search engines could be transformed under a close application of data protection laws.

6. Potential Influence of the New European Legislation in the OAS Region

The upcoming GPDR reform in Europe has strengthened protections for the RTBF. As discussed, the GDPR ensures greater consistency between European member states, but imposes stricter notice and takedown procedures which may impact on free expression. The GDPR coming into force in 2018 may cause a wave of influence among other countries of the OAS region, with pressure to adopt its expanded provisions. Argentina is currently considering reforming its data protection laws to reflect the GDPR. These developments should be monitored for consistency with the OAS human rights framework discussed above.

E. Options and Next Steps

The OSRFE should consider several possible options arising from its mandate.

1. Sending information requests to OAS countries to gather information about (1) existing regulation for Internet search engines, including whether they’re considered as data controllers for the personal data they make available through search results, (2) how data protection laws, if existing, deal with the activities of online intermediaries for user generated content, and (3) what safeguards exist within their data protection laws for activities protected by freedom of expression and information.

2. Promoting the adoption of national administrative measures to better incorporate free expression protections within DPAs’ administrative procedures, such as (1) requiring any RTBF orders to include analysis under national and regional laws on free expression and intermediary liability, and (2) ensuring that attorneys specialized in free expression participate in the DPAs’ administrative procedures when considering RTBF requests.

3. Preparing a special report on the impact that data protection laws are having on freedom of speech and issuing interpretive principles grounded in the Inter-American system case law to help national authorities to comply with the ACHR within the scope of their national personal data laws. This is particularly relevant since, beyond RTBF requests, data protection laws may also be used against government’s transparency duties.

4. Carrying out promotional and educational activities concerning RTBF and the OAS human

\[221\] See discussion supra III.B.2.
F. Conclusion

This Part reflects the tension between the right to information and freedom of expression and the right to privacy, as reflected in the concept of the RTBF. It also explores the relevance of intermediary liability principles in protecting expression rights. De-listing, or the removal of “irrelevant” information from search engine search results, risks infringing rights to free expression and to receive information. However, this tension is resolved, this debate must be informed by human rights principles.

The OSRFE can promote free expression rights in the context of data protection and RTBF claims through the promotional and educational efforts suggested above; and can prompt national authorities to consider the issue through information requests to individual countries.
PART IV: SITE & SERVICE BLOCKING

A. Introduction

This Part of the Report reviews human rights sources to determine whether orders to block entire websites, applications and/or services are consistent with human rights requirements and, specifically, with the standards of the OAS framework. By reviewing selected cases, decisions, and human rights documents from OAS and other international organizations, our purpose is to identify emerging practices and policy trends, and to assess how they might be treated under the OAS human rights framework.

As the significance of the Internet in enhancing access to information continues to grow, so too have the countervailing forces pursuing the restriction of lawful and unlawful content. One of the possible ways to limit the flow of information is to require Internet Service Providers (ISPs or Access Providers) to implement technical measures blocking content. In some cases, ISPs are ordered to block not only specific content, but also entire websites, applications, or services that contain the content. This extreme and severe measure may be used either for the purpose of censorship, or in the pursuit of the legitimate goal of stopping illegal content.

Among other possibilities to restrict the access to information, site and service blocking has become one of the alternatives used by governments and courts (and pursued by private parties) around the world as a cost-efficient means of disabling access to undesired content. Due to the limitations arising from territoriality of laws and the existence of privacy protection/anonymization services on the internet, it is challenging for national governments or private claimants to resolve disputes directly with the speaker or the hosts and intermediaries of “unlawful” content. This has sometimes motivated governments and private parties to target Internet Service Providers to implement site and service blocking (SSB).

Restrictions on entire websites and mobile applications inherently conflict with the objective of promoting free expression online. Indeed, the Inter-American system has emphasized open expression on the internet.224 Blocking entire sites or applications poses a particularly serious threat to online expression and information rights. Such blocking terminates access to the entire array of information on a site or service — not just to those individual pages, features, or uses that violate the law.

Blocking sites and applications profoundly affects human rights online, especially freedom of expression. The goal of this report is to analyze how OAS human rights law constrains SSB orders. It explores the problems and threats posed to freedom of expression by the use of SSB as a mechanism to remove unlawful content within a jurisdiction. It conducts a non-exhaustive review of recent developments in OAS countries and elsewhere where websites and internet applications have been restricted (see Appendix A). The objective is to identify patterns and to provide insights into how SSB has been applied in light of existing human rights law and standards.

---

224 IACHR, OSRFE (2013), supra note 24 at 1.
in the OAS system.

Structurally, this section of the Report is divided into six parts including this introduction. The issues raised by SSB are examined substantially in Section B through Section F. Section B defines SSB and discusses the technical means that can be used for implementing such blocks. Section C examines the nexus between human rights and the restriction of online content through blocking orders. This Section highlights the applicability of the ACHR and other international legal documents, the standards agreed upon by the various countries, and the implementation of those standards. Section D highlights trends in the implementation of SSB amongst the OAS countries and generally, around the world. Section E identifies practices that may be implemented to establish minimum safeguards to speakers and users and improve transparency in the exceptional cases where blocking orders are issued, in an effort to reconcile this frequently overreaching measure with the international commitments to protect rights to speech and expression. Section F concludes the document. Appendix A of the Report provides an overview of relevant legal developments pertaining to blocks implemented by national governments in the OAS and discusses significant developments in non-OAS countries.

B. What is SSB?

Site and service blocking orders compel ISPs to completely eliminate users’ access to websites or services, including mobile applications. Unless courts have determined that every page or use of the affected material is unlawful, such orders can lead to over-blocking of legal information online. SSB can be imposed based on judicial orders, administrative orders, or private requests.

Efforts to block websites and services are not always intended to restrict freedom of expression. Sometimes restrictions are imposed as a means of ensuring the enforcement of other domestic laws, such as requirements by authorities to have access to the content of communications during an investigation (which have affected WhatsApp) or transit regulation (which have affected Uber). This practice, connected with the sovereignty of countries to regulate the market, may in some cases advance legitimate state interests. In others, it may mask efforts to suppress lawful speech and criticism, hinder the ability of people to self-organize, and prevent intermediaries that enable speech from operating in a determined jurisdiction.225

Blocking orders vary widely both in scope and in the technical means used to make content inaccessible. For example, a blocking order can be issued to target a single page within a website, or extend its effects to an entire website or multiple websites. Blocking orders can be easily confused with other enforcement techniques used to restrain internet users’ access to content, such as orders to delete content hosted by a specific platform. Thus, a proper distinction between these different techniques is necessary to correctly identify the specific concerns raised by each method and to properly assess their compatibility with freedom of expression and other human rights. This

---

225 According to the Organization for Security and Co-operation in Europe (OSCE) report, SSB has also been considered as an option to implement these regional laws due to “the limited effectiveness of domestic laws and lack of harmonization at international level.” For more information, see Yaman Akdeniz, Freedom of Expression on the Internet, Organization for Security and Co-operation in Europe Representative on Freedom of the Media, (2012) at 7, http://www.osce.org/fom/105522?download=true [https://perma.cc/4AY6-UTG8]
section defines SSB and explores the technical methods used to implement blocks.

1. Scope of the Report

As mentioned in the Introduction to this report (Part II), there are many technical means and legal approaches to address the existence of unlawful content on the internet. A properly balanced regime must take into full consideration the dual dimension (individual and collective) of freedom of expression and must not provide excessive incentives for intermediaries to remove content to avoid liability. This Part of the report focuses on orders or requests directed at Internet Service Providers (ISPs or Access Providers), and requiring them to disrupt access to entire services (such as the LinkedIn app) or websites (such as www.linkedin.com), disabling the retrieval of any information from those sources.

Broad SSB orders can disable entire services and websites and applications that are used to transmit ideas and expression (such as social networks, messaging apps, or apps that provide access to media and journalistic content). These orders may be issued to address pieces of unlawful content on a website or service, or serve as means to ensure enforcement of domestic regulations. In both cases, these SSB orders can be considered a severe restriction on the free flow of information and raise a number of legal and policy concerns.226

This report focuses on blocks that affect entire sites and services, and not on narrower blocks targeting only individual webpages, due to the greater threat they may pose to freedom of expression and other human rights.227 An example of a blocking measure that affected an entire service with important consequences for the freedom to receive and impart information is the recent blocking of LinkedIn by Russian authorities,228 which was followed by a later order mandating the removal of the application from mobile app stores.229 The orders were grounded on the claim that the company failed to comply with a domestic data localization rules, which mandate

226 From a legal perspective, a number of issues can be raised regarding blocking orders targeting ISPs. Can these intermediaries be requested to provide support to authorities seeking to limit or impede access to a certain type of content? Does the plaintiff or requesting agency need to demonstrate that the intermediary is being effectively used to access or distribute the unlawful content, or is the availability of certain content on the internet enough to justify a blocking order against an ISP? Should a blocking order specify the technical details of the block or leave this up to the intermediary? What are the costs that may be imposed on ISPs for implementing a blocking measures? Is it fair and legal to impose this burden on a private party unrelated to the illegal conduct?
From a policy perspective, other questions can be raised. How do the costs associated with this kind of measure impact the price of service and, consequently, the access to the Internet? Is it a sound policy to push ISPs into the position of supporting enforcement against illegal content? What are the risks associated with this? Once the costs of these measures are absorbed by ISPs and an enforcement framework based on blocking is in place, will ISPs or regulators have incentives to extend the use of blocking measures to include other types of “undesired” content?
227 An initial approach to such general block suggests it would be hard to accept them under the human rights standards examined in Part II.C.1.
that companies store users’ data within the Russian territory.\textsuperscript{230} Similarly, in 2012 China blocked the entire New York Times website.\textsuperscript{231} The practice of blocking a service or application because it does not comply with local rules (in opposition to blocking orders related to unlawful content) has been observed in other countries as well, including in the OAS region. The major case in the region is, probably, the WhatsApp block in Brazil for failing to provide content of communications and other metadata to law enforcement during a local criminal investigation.\textsuperscript{232} Uber has faced similar bans or suspensions in many countries based on the finding that it does not comply with local regulations, such as taxi licensing.\textsuperscript{233}

In focusing on SSB by ISPs, this report excludes from its scope several other mechanisms for suppressing online content. For example, it does not cover actions that can be taken by content hosting platforms, such as deleting a hosted page or restricting access to users from particular countries. Nor does it cover controls implemented at the user-level, such as browser-based parental controls that restrict children from accessing adult content. And, as mentioned above, it does not address the narrower blocking that an ISP can carry out by denying users access to a particular, individual webpage.

Additionally, this report does not address content filtering. Content filtering\textsuperscript{234} is a different and more sophisticated form of blocking that recognizes and restricts particular text, images, or other content, rather than simply imposing a blacklist against particular web addresses.\textsuperscript{235} Historically, filtering efforts by ISPs have depended on “deep packet” inspection\textsuperscript{236} to recognize and block specific keywords or content, raising important concerns related not only to the protection of freedom of expression, but also to the privacy of internet users.

\textsuperscript{230} LinkedIn has managed data localization in China in order to comply with national norms. Ingrid Lunden, LinkedIn is now officially blocked in Russia, (Nov. 17,2016) https://techcrunch.com/2016/11/17/linkedin-is-now-officially-blocked-in-russia/ [https://perma.cc/Z6NX-EMXL].


\textsuperscript{232} This ban was later removed and held disproportional by the Supreme Court. The case is explained in further detail in Appendix A.

\textsuperscript{233} The blocking orders issued against the Uber App/Service fall out of the scope of this report as they do not involve the freedom to seek, receive and impart information as a main concern. However, it is relevant to acknowledge the existence of these blocks, as the same techniques can be utilized to address unlawful content online or to block content or a communication tool under the argument that a service does not comply with local rules. For more information about blocks against Uber, see: http://www.businessinsider.com/heres-everywhere-uber-is-banned-around-the-world-2015-4 [https://perma.cc/X8UC-LPAB].


2. Technical Methods to Block Sites and Services

The primary technical methods used by ISPs to block access to sites and services are URL blocking, IP blocking, and DNS blocking. The Chancery Division in the UK discusses these and related blocking techniques in more detail in its Cartier Int’l AG v. British Sky Broadcasting (‘Cartier’) decision. It is possible to bypass all three forms of blocking using circumvention tools, but the blocks are effective against the average Internet user.

URL blocking - The Uniform Resource Locator or URL is the user-friendly text address that internet users type into a browser to access a site or a page -- for example, www.wikipedia.org. If an ISP blocks the URL, users can no longer access it by typing the URL on their browser. ISPs can use this technique to block individual pages or, in the cases relevant for this paper, they can use it to block entire sites or domains.

IP Blocking - The Internet Protocol or IP address for each website is the numeric address identifying a site’s web server and allowing it to be found by other Internet-connected devices. For example, 91.198.174.192 is the IP address for www.wikipedia.org. A single IP address can correlate to more than one website, so if ISPs block a site’s IP address, they may inadvertently block other sites as well.

DNS Blocking - The Domain Name System (‘DNS’) is a decentralized system used by web browsers to look up the IP address for any given URL. When a DNS block is applied, an ISP alters its DNS records so that a user’s search for a domain name does not direct to any IP address, or redirects to a different IP address. As a result, the user does not see the page he or she is looking for. DNS blocking has been criticized as creating security risks.

An important issue to be raised at this point is related to the use of standard encryption for web traffic over HTTPS. This type of encryption is very common and highly recommended, protecting the content and integrity of internet users’ communications against surveillance and different types of attacks. This protection enhances trust in communications, which is fundamental to ensure the right to freedom of expression.

237 [2014] EWHC 3354 (Ch)
238 Angelopolous et al supra note 235 at 7.
241 See e.g. HTTPS Everywhere, EFF, https://www.eff.org/https-everywhere, [https://perma.cc/3FK6-PT2P].
The increasing use of HTTPS is important for this report because it may make it impossible for ISPs to implement blocking orders that target a specific page. This is because when the communication between the user and the website is encrypted, the intermediary cannot identify which specific page URL the user is requesting -- it only knows the URL for the entire website.

In this situation, orders that mandate the blocking of a specific page may force ISPs to block the entire site instead of the individual page,\(^{243}\) with serious consequences to freedom of expression. On the other hand, the risk of facing a disproportionate block of an entire website may discourage the use of encryption over HTTPS, making communications less safe for all users.

**C. Site and Service Blocking and Human Rights**

1. SSB and International Human Rights instruments

This section discusses human rights documents published by international bodies that address SSB. In many cases, the documents address internet content blocking generally without distinguishing between targeted blocks of individual pages, and broad blocks of entire sites, services, or applications. Where this is the case, we identify particular considerations that arise for SSB. These documents help identify the main governing principles for SSB around the world and establish the substantive rights that are violated by illegal SSB.

The documents demonstrate that SSB is more than just a technical issue. It extends to the very human rights concerns that the OAS and the ACHR were created to protect, including freedom of expression, freedom of information, and more.

a) General Human Rights Documents

There are certain instances where blocking of specific content at the ISP level may qualify as a lawfully implemented proportional restriction. However, the UN Human Rights Council in its Comment No. 34 (‘General Comment No. 34’)\(^{244}\) considered that the blocking of an entire website on the internet is not in accordance with ICCPR Article 19, para 3. The document notes that "permissible restrictions generally should be content-specific", while “generic bans on the operation of certain sites and systems are not compatible with paragraph 3” of Article 19.\(^{245}\) The same document states that "it is also inconsistent with para 3 to prohibit a site or an information dissemination system from publishing material solely on the basis that it may be critical of the government or the political social system espoused by the government."\(^{246}\) Altogether, the assessment provided by the General Comment 34 indicates that there is a strong presumption that SSB is invalid, if not completely impermissible.

\(^{243}\) Angelopolous et al *supra* note 235 at 9.

\(^{244}\) See CCPR/C/GC/34, [http://www2.ohchr.org/english/bodies/hrc/docs/GC34.pdf](http://www2.ohchr.org/english/bodies/hrc/docs/GC34.pdf) [https://perma.cc/876X-JFF3].

\(^{245}\) ICCPR, General Comment No. 34 at para 43.

\(^{246}\) *Id.*
The former UN Rapporteur on Freedom of Expression, Mr. Frank La Rue, builds upon this idea in his August, 2011 Report. In this document, he notes that any restriction applied to freedom of expression online must comply with international human rights laws, including the three-step test (Part IV.C.2). The rapporteur also emphasizes that "States should provide full details regarding the necessity and justification for blocking a particular website, and determination of what content should be blocked should be undertaken by a competent judicial authority or a body which is independent of any political, commercial, or other unwarranted influences to ensure that blocking is not used as a means of censorship." 

The August 2011 report echoes some of the concerns that Mr. Frank La Rue had previously expressed in his May, 2011 report, where the rapporteur requested countries not only to be transparent about website blocking, but also “to provide lists of blocked websites and full details regarding the necessity and justification for blocking each individual website.”

These international human rights documents along with others discussed in the Introduction provide a basis from which one can interpret and assess the documents that OAS member states have drafted and signed.

b) Inter-American Human Rights Standards Applicable to the SSB Debate

In addition to the foundational international human rights documents and declarations discussed above and in the Introduction of this report, there are critical documents that have been written and implemented by OAS member states that speak to the importance of balancing human rights considerations with SSB.

The ACHR provides a basic framework for the Americas to consider SSB issues. Article 13 of ACHR states that “Everyone has the right to freedom of thought and expression,” which extends to information on the internet. Article 13 states that signatories shall not engage in “prior censorship,” but can impose legal liability if necessary in certain instances. The only exception to the prior restraint prohibition is with regard to the protection of children. The IACtHR has interpreted this to mean that, “Article 13(4) of the Convention establishes an exception to prior censorship, since it allows it in the case of . . . moral protection of children . . . . In all other cases, any preventative measure implies the impairment of freedom of thought and expression.”

The OAS Declaration of Principles on Freedom of Expression adopted 13 principles for the protection of freedom of expression. It recognizes in Principle 5 that “prior censorship, direct or indirect interference in or pressure exerted upon any expression, opinion or information
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248 Id. at 13.
250 Article 13, ACHR; see IACHR OSRFE (2010).
251 Article 13, ACHR at para 4.
transmitted through any means . . . must be prohibited by law.”

The IACHR OSRFE (2010) defines the range of activities covered by the right to free expression, including the right to speak, write, disseminate, to produce artistic and symbolic expression, to seek, receive and have access to expression, to access information about oneself, and to possess information. These rights extend to the online environment. It sets forth a presumption that all speech, including speech that is “offensive, shocking or disturbing . . .” is protected by the freedom of expression.

Three documents from the OSRFE are particularly useful in understanding blocks. The first one is the 2011 Joint Declaration, which said that “mandatory blocking of entire websites, IP addresses, ports, network protocols or types of uses (such as social networking) is an extreme measure – analogous to banning a newspaper or broadcaster – which can only be justified in accordance with international standards, for example where necessary to protect children against sexual abuse.” This idea has been reaffirmed and further developed in the Office’s 2013 Freedom of Expression and the Internet Report cited hereinafore as IACHR OSRFE (2013). The admission of blocking, however, was regarded as exceptional due to the extreme nature of the measure, that should be used only when a content could be considered clearly illegal (war propaganda and hate speech inciting violence, direct and public incitement to genocide, and child pornography). Even in the cases in which blocking orders are targeted at specific content, the OSRFE affirmed that the measure should be “subjected to a strict balance of proportionality and be carefully designed and clearly limited so as to not affect legitimate speech that deserves protection.” More recently, the OSRFE has reaffirmed that “restrictions on the operation of websites, blogs, applications … are permissible only to the extent that they are compatible with the conditions provided for the curtailment of freedom of expression”.

The document also affirms that the exceptional measure should be applied only to illegal content that has been clearly and fully identified, and “when necessary to achieve a pressing aim.” In any case, there must be safeguards in place to prevent abuses, no ex-ante blocking measure can be accepted, and no blocking can be considered legal when a "competent authority that provides sufficient guarantees of independence, autonomy and impartiality" is not involved.

As observed, the human rights documents analyzed set a very high threshold for a blocking measure to be accepted. To further develop what is necessary to meet this threshold, the next item will present an assessment of how the three-step test can be applied to SSB.

---
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259 IACHR, OSRFE, (2017) supra note 44 at 38.
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2. The Three-step Test Applied to Site and Service Blocking

The implementation of SSB measures affects a number of human rights expressly recognized in international law. This section evaluates the legal framework of the OAS with respect to human rights and provides a non-exhaustive summary of how these rights may be compromised by SSB.

As mentioned in the Part II.A.1 of this Report, the applicable framework for evaluating the legitimacy of SSB is the three-step test for limitations on freedom of expression set forth by international human rights documents, and developed by OAS and its interpretative bodies.

Below, we discuss how each step of the test can be interpreted in the context of SSB. Afterwards, we will discuss the substantive and procedural rights that may be violated when a SSB measure fails to meet each step of the three-step test.

Step 1: “The limitation must have been defined in a precise and clear manner by a law, in the formal and material sense”

As mentioned in Part II.C.1 of this report, the interpretation prescribed for the “clearly and precisely provided for by law” standard by the ECtHR in Yildirim provides useful insights in the SSB context. In this case, the Turkish government issued a SSB order for the entire Google Sites platform because a particular Google Sites webpage insulted the memory of Ataturk, in violation of Turkish law. The ECtHR affirmed a set of important standards related to the definition of the expression “prescribed by law”, within the meaning of European Convention on Human Rights (‘the Convention’) Article 10 § 2.

The ECtHR held that the blocking must have at least some basis in domestic law. Second, the court affirmed that "prescribed by law" does not mean that the mere existence of some legal basis is sufficient, but that it refers also "to the quality of law in question." Third, such law must also be accessible for the person potentially affected by the order, "who must moreover be able to foresee its consequences", and the law should be compatible with the rule of law. Accordingly, the ECtHR held that entire blocking order is “inconceivable without a framework establishing precise and specific rules regarding the application of preventive restrictions on freedom of expression.”

It further emphasizes that this legal framework is essential to control the scope of restriction and to provide foreseeability to allow persons to control their actions.

As the court noted, although the law relied upon by the Turkish courts had stipulated a list of grounds and procedural requirements for requesting a blocking order, “judicial checks on the block on access to web sites [did] not contain conditions sufficient to avoid abuse.” In a concurring opinion, one judge provided a detailed list of “minimum criteria for Convention-
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compatible legislation on Internet blocking measures, including limitations on geographic and temporal scope and protections for free expression rights. Given the similarities between the legal standards set forth in the Convention and the ACHR, the ECtHR provides useful insights to the OAS region, stipulating criteria that may help to exclude overreaching blocking orders.

Around the world, and in the OAS in particular, some of the laws most commonly used to justify SSB include copyright/piracy laws, child pornography laws, libel and slander laws, or insults to public officials (desacato laws). While these may provide a legal basis for stating that content is unlawful, many do not go into detail or define the possibility of blocking injunctions against innocent parties such as ISPs; they also do not provide specific rules or restrictions for narrowing the scope of these injunctions. In some high-profile cases, blocking orders affecting freedom of expression do not tackle any specific unlawful content, but are aimed at forcing compliance with local rules or law enforcement requirements. In these cases, sites are blocked based on general powers given to authorities to enforce domestic legislation. This kind of block is particularly likely to fail the first step of the three-step test.

Step 2: “Designed to achieve one of the compelling objectives authorized by the Convention”

The ACHR lists two possible compelling objectives that may justify restrictions on free expression: 1. “respect for the rights or reputations of others,” and; 2. “the protection of national security, public order, or public health or morals.” These objectives are echoed in the General Comment No. 34 on Article 19 of the ICCPR (2011), which notes that the regulation of speech in a particular public space is permissible in order to achieve these ends. The committee goes on to say that restrictive measures must be content-specific, and that “generic bans on the operation of certain sites and systems are not compatible” with upholding freedom of expression. A SSB order is on particularly shaky ground with Step 2 of the three-step test unless it is able to show that it falls within the scope of the abovementioned permissible restrictive measures.

The 2011 Joint Declaration likewise states that “mandatory blocking of entire websites, IP addresses, ports, network protocols or types of uses (such as social networking) is an extreme measure which can only be justified in accordance with international standards, for example where
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266 Section 8 of Turkish law Law No. 5651 - Blocking orders and implementation thereof:

“(1) A blocking order [erişimin engellenmesi] shall be issued in respect of Internet publications where there are sufficient grounds to suspect that their content is such as to amount to one of the following offences:

... 

(2) The blocking order shall be issued by a judge if the case is at the investigation stage or by the court if a prosecution has been brought. During the investigation, the blocking of access may be ordered by the public prosecutor in cases where a delay in acting could have harmful effects. The order must then be submitted to the judge for approval within twenty-four hours. The judge must give a decision within a further twenty-four hours. If he or she does not approve the blocking of access, the measure shall be lifted by the prosecutor forthwith. Blocking orders issued as a preventive measure may be appealed against in accordance with the provisions of the Code of Criminal Procedure (Law no. 5271).”

267 General Comment No. 34, at para 28 and 29.
268 Id. at para 31.
269 Id. at para 43.
necessary to protect children against sexual abuse.” The 2011 Joint Declaration indicates that this prong of the test is deeply ingrained in human rights principles, given that its signatories include the United Nations (UN) Special Rapporteur on Freedom of Opinion and Expression, the OSCE Representative on Freedom of the Media, the OSRFE and the African Commission on Human and Peoples’ Rights (ACHPR) Special Rapporteur on Freedom of Expression and Access to Information.

Step 3: “Necessary in a democratic society to serve the compelling objectives pursued, strictly proportionate to the objective pursued, and appropriate to serve such compelling objective.”

SSB orders may be seen as extreme measures that pose a significant threat to freedom of expression. Accordingly, the “necessary, proportionate, and appropriate” test, as discussed in Part II, limits the use of site-blocking to exceptional circumstances only where procedural safeguards are in place to ensure that the measure is, in fact, necessary and proportionate.

The ECtHR interpreted the “necessary” prong in the Yildirim case, and found that the necessity test was not satisfied for the broad blocking order issued in that case. The Court concluded that the interference resulting from the block did not satisfy the foreseeability test, and “did not afford the applicant the degree of protection to which he was entitled by the rule of law in a democratic society.” The ECtHR also held that if the affected website is not notified of the content’s illegality or that the site is the subject of pending criminal proceedings before the blocking order, it supports the lack of necessity.

For the other two elements (proportionate and appropriate) of Step 3, some relevant jurisprudence is offered by Europe. In the CJEU case Telekabel Wien GmbH v Constantin Film Verleih GmbH (‘Telekabel’), the court approved an order that required an ISP to block an entire website, but that did not specify the technical means of blocking. The court held:

[W]hen the addressee of an injunction such as that at issue in the main proceedings chooses the measures to be adopted in order to comply with that injunction, he must ensure compliance with the fundamental right of internet users to freedom of information.

In this respect, the measures adopted by the internet service provider must be strictly targeted, in the sense that they must serve to bring an end to a third party’s infringement of copyright or of a related right but without thereby affecting internet users who are using the provider’s services in order to lawfully access information. Failing that, the provider’s interference in the freedom of information of those users would be unjustified in the light of the objective pursued.

The court also stated that the ISP must take reasonable measures to ensure its actions do
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not “unnecessarily deprive” persons of their right to access content on the internet.273

The Cartier Intl. v. BSB (2016)274 case from UK highlights the proportionality argument and attempts to strike a balance between “on the one hand, the intellectual property rights guaranteed by Article 17(2) of the Charter and, on the other hand, the ISPs’ freedom to conduct business under Article 16 of the Charter and the freedom of information of internet users under Article 11 of the Charter.”275 Relying on preceding cases of the same jurisdiction, the Court reiterated the guidance on resolving a conflict between two rights provided under the Charter:

(i) neither Article as such has precedence over the other; (ii) where the values under the two Articles are in conflict, an intense focus on the comparative importance of the specific rights being claimed in the individual case is necessary; (iii) the justifications for interfering with or restricting each right must be taken into account; (iv) finally, the proportionality test – or ‘ultimate balancing test’ - must be applied to each.276

While this European precedent indicates that orders compelling ISPs to block entire websites are compatible with European regional human rights standards, the same may not be true of OAS standards. Indeed, the OSRFE has in the past strongly condemned a proposed site blocking law. In a joint declaration with the UN Special Rapporteur, the OSRFE characterized the blocking of an entire website as a disproportionate, overbroad means of achieving the objective of stopping online piracy and expressed concern that two bills in the U.S., the Stop Online Piracy Act (SOPA) and the PROTECT IP Act, could “silence a good deal of entirely lawful speech, for example by … allowing for an entire website to be targeted if even a small portion of its content is deemed to infringe.”277

The test of “necessity” under IACtHR precedent is strict. As the Court has said:

Given this standard, it is not enough to demonstrate, for example, that a law performs a useful or desirable purpose; to be compatible with the Convention, the restrictions must be justified by reference to governmental objectives which, because of their importance, clearly outweigh the social need for the full enjoyment of the right Article 13 guarantees. Implicit in this standard, furthermore, is the notion that the restriction, even if justified by compelling governmental interests, must be so framed as not to limit the right protected by Article 13 more than is necessary. That is, the restriction must be proportionate and closely tailored to the accomplishment of the legitimate governmental objective necessitating it.278

273 Id. at para 64.
274 [2016] WLR(D) 389; This is the final decision in the Cartier (2014) case previously discussed.
275 Id. at para 125.
276 Id. at para 126.
278 Advisory Opinion Oc-5/85 Of November 13, 1985, Compulsory Membership In An Association Prescribed By Law For The Practice Of Journalism (Arts. 13 And 29 American Convention On Human Rights) Requested By The
Various other human rights documents also define “proportionality” in the SSB context. The 2016 Report of the UN Special Rapporteur states that governments must not “disproportionately interfere with free expression” by “pressur[ing] the private sector” (i.e. ISPs) to “take down digital content” without basis in “validly enacted law.” Additionally, the Manila Principles also require that “[a]ny restriction of content should be limited to the specific content at issue” under the applicable order or law.

The human rights documents reviewed for this report identify a number of due process protections that must be provided for when ISPs, ordered by governments or by courts, restrict illegal online content. However, it is more difficult to enforce these elements of due process when an ISP engages in site-blocking on its own. The due process elements and their compatibility with SSB are discussed in the following Section.


Alongside the limits imposed by the three-step test, due process concerns are raised by SSB orders. These concerns are listed and explained in the four categories presented below.

a) Judicial oversight

As mentioned, OAS human rights sources state, and the Manila Principle 2 affirms, that content cannot be restricted without an order by an independent and impartial judicial authority recognizing the material as unlawful within its jurisdiction. OAS countries would likely violate their human rights obligations if they held intermediaries liable for failing to block entire sites or services in cases where no court order has been issued, as this might characterize an indirect interference on freedom of expression, prohibited by Article 13, 3 of the ACHR. Moreover, in most cases the judiciary is the best-equipped institution to determine whether the particular content at issue has actually violated the law, as well as whether these measures are a necessary, proportionate, and an appropriate response. In states that do not require judicial authorization for SSB, government actors and ISPs may be able to block content directly without the judiciary’s legal analysis or oversight.

Obtaining a court order for SSB rather than directing ISPs to do so without court approval may be considered a minimum requirement to comply with human rights law; however, the order itself may still violate the state’s human rights obligations if it fails to meet the requirements of the three-step test - for example if it violates principles of due process, including user notifications.
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and transparency.  

b) Notice of restriction to end-users and speakers

Important concerns regarding due process emerge when intermediaries are requested/ordered to remove or block content, as the rights of both the speaker (the creator of the content) and of end-users (the ones seeking for information) are affected.

Different legal approaches have addressed this questions by mandating the intermediary to notify the creator of the content or be transparent to the general public when requested to take down content.  

In the extreme situations in which blocking orders can be considered legal and in conformity with OAS human rights framework, additional safeguards should be put in place to protect freedom of expression. A blocking order that passes all other human rights tests should still make public, and require to ISP to convey to end users and speakers, the legal circumstances and claims that support the block.

To ensure the right to recourse (article 25, ACHR) of both to end-users and speakers whose rights have been affected by a blocking order, the information on a block needs to be publicly available and widely accessible.

As discussed in the Introduction, both the OAS human rights framework and Principle 6(f) of the Manila Principles mandate transparency and accountability for content restrictions. In the case of SSB, this includes displaying a notice explaining the what and the why of a restriction when end users attempt to access the blocked content. While no equivalent was found in the Inter-American jurisprudence, a UK court decision has adjudged such a notice to be an important safeguard. In the Cartier case, based in a suggestion made by the Open Rights Group in its amicus brief that “the page displayed to users who attempt to access blocked websites should contain further information,” the court pointed out that “the page should not merely state that access to the website has been blocked by court order, but also should identify the party or parties which obtained the order and state that affected users have the right to apply to the Court to discharge or vary the order.”

The notice of restriction safeguard is extremely important for the exercise of the right to appeal by end-users and speakers, further explained below.

282 See IACHR, OSRFE (2013) at para 55-66. The essential requirements to be met by a restriction that may compromise the internet, when considered from a systematic digital perspective, can be summarized as “(1) legal enshrinement; (2) seeking a crucial goal; (3) necessity, suitability and proportionality of the measure for achieving the aim sought; (4) judicial guarantees; and (5) satisfaction of due process, including user notifications.” The IACHR Report in para 55-66 establishes that any order that restricts the Internet must meet these requirements.

283 See discussion supra Part II.C.2.

284 Cartier (2014) EWHC (safeguards established by courts against abuse have been discussed infra Appendix A.2.f) at paras. 262-265.
c) Providing affected parties the right to appeal

Upon issuing the order to block a website or service, the court and the intermediary should consider that the person who uploaded, shared, or generated the offending content is entitled to the opportunity to challenge the legality of the order and to pursue redress. Principle 5 of the Manila Principles requires that governments provide both intermediaries and the user who provided the content right to be heard and the opportunity to appeal against content restriction orders.\(^{285}\)

The 2016 Report of the UN Special Rapporteur urges improved remedial or grievance mechanisms for Internet users affected by removal of their online expression—meaning that users must receive adequate notice of the site-blocking and an opportunity to contest it. This is also emphasized in the IACHR report on Freedom of Expression and the Internet, which states that the restrictive measure must be accompanied by guarantees of due process and judicial remedy. States have a duty to support transparency and access to an effective remedy.\(^{286}\)

From an internet user’s perspective, the CJEU decision in *Telekabel* addresses the safeguard mechanism for internet users by stating that “the national procedural rules must provide a possibility for internet users to assert their rights before the court once the implementing measures taken by the internet service provider are known.”\(^{287}\) This is an important development on the right to information and fair trial. Based on this interpretation, a court might not grant the injunction due to the lack of opportunity for the targeted/offending website or for general internet users to challenge the decision.\(^{288}\)

This issue has also been addressed in the UK Court, in the *Cartier* (2014) case. In that decision, despite of considering debatable whether “under English procedural law, users affected by an order once made would be able to apply to discharge or vary it in the absence of an express permission to apply”, the court required that “future orders should expressly permit affected subscribers to apply to the Court to discharge or vary the orders.”

d) Employing the least restrictive means.

The “least restrictive means” by which a government can respond to or restrict illegal content is defined as “the least intrusive instrument amongst those which might achieve the desired result.”\(^{289}\) In other words, blocking injunctions will employ the “least restrictive means” when they

\(^{285}\) Principle 5 (a) Before any content is restricted on the basis of an order or a request, the intermediary and the user content provider must be provided an effective right to be heard except in exceptional circumstances, in which case a post facto review of the order and its implementation must take place as soon as practicable. Principle 5 (b) “Any law regulating intermediaries must provide both user content providers and intermediaries the right of appeal against content restriction orders.”

\(^{286}\) IACHR, OSRFE (2013) at para 84-90 and 107.


\(^{288}\) Martin Husovec (2014), supra note 92.

\(^{289}\) General Comment 27 (1999). (The same definition has been adopted in the context of freedom of expression in
are implemented to effectively block the least amount of content possible that would still enable them to fulfill their legal objectives.

With respect to SSB orders, Principle 5 of the Manila Principles states that the principle of proportionality calls for limitations on both the scope and implementation of the order: “Orders must be limited to specific content violating the law authorizing the order, employ the least restrictive technical means, and be limited in duration and geographic scope.”

Broad website, service or application blocking would appear to be, by definition, not the least restrictive means to stop illegal content, since it blocks an entire website or service when only some of its content or uses are illegal.

If a service, application or website is not used exclusively for illegal purposes, the “least restrictive means” test may be fulfilled by narrowing the scope of blocking orders—that is, ordering only specific URLs containing illegal material to be blocked, rather than blocking the entire website or service. Another potential step to comply with the “least restrictive means” is for the court to ask the webmaster or the speaker/owner of the content to take the offending content down prior to issuing the blocking order against an access provider.

In general, authorities responding to unlawful content should develop a sequence of possible interventions from the least intrusive to the most intrusive. SSB, which would be considered the most intrusive measure, should be considered only if the less intrusive remedies do not adequately protect the conflicting right. When considering more restrictive measures, the court or authority should always reassess the balance of the rights at stake and the proportionality of the measure to be adopted; in other words, it should not restrict access to content before trying less-restrictive measures if there is no grave and imminent danger posed by the content at issue.

D. Thematic Findings and Trends

Our thematic findings are based on the human rights documents summarized and the national developments captured in the Appendix to the Report. The highlights of these national developments in the OAS countries are as follows:

- While the existing communication and intermediary liability laws in Argentina appear to favor freedom of expression and oppose SSB, there have been several attempts to pass laws that would allow ISP level SSB. This trend in Argentina is also manifested in SSB orders issued by courts in IP law cases against websites such as the Pirate Bay.
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• Brazil has seen a number of blocking orders, with the mobile application Whatsapp having been blocked more than once, affecting millions of people in Brazil and other countries.²⁹³ WhatsApp was blocked for refusing to comply with a court order demanding release of communications and information (metadata) about users. Many experts believed the block violated the Marco Civil, which does not allow for blocks, but only the suspension of a determined set of activities for companies that violate users’ privacy, data protection, and secrecy of communication rights. Some blocks were also issued based on other more general laws such as the Brazilian Electoral Law.²⁹⁴

• In Canada, the provincial government of Quebec passed Bill 74, which allowed DNS blocking through ISPs for gambling websites.²⁹⁵ However, the proposed law has seen opposition and has been challenged before the Superior Court.²⁹⁶

• In Colombia, the law against child pornography, Law 679 of 2001,²⁹⁷ requires ISPs to engage in blocking mechanisms. However, other laws may be used against intermediaries that have an indirect effect of restricting free expression. For example, the Ministry of Transportation filed a lawsuit to obtain a site-blocking order against Uber for violating local transportation laws.²⁹⁸

• There is a similar trend in Cuba, which does not have a direct law for SSB. Resolution No.179/2008 is a general broadly worded law that allows restriction of sites and applications that are contrary to social interests, ethics and morals and/or against the security of the state. This broadly worded law has been used to block websites like Yahoo.

• The USA considered but ultimately rejected SOPA, legislation which would have mandated site-blocking based on copyright infringement. Although SOPA failed, there have been some instances of SSB, most prominently through DNS seizures.²⁹⁹


²⁹⁴ For further information on this case, including the original decision and the appellate court decision (in English and Portuguese), see: http://bloqueios.info/en/casos/block-for-non-compliance-with-judicial-requests-for-content-removal/ [https://perma.cc/ZA4T-6ZH2].


²⁹⁹ Department of Justice, Department of Justice Seizes More Than $896,000 in Proceeds from the Online Sale of Counterfeit Sports Apparel, (April 10, 2012)
Drawing on these and other developments reviewed, we have identified the following trends and thematic findings:

1. Blocks Are Not Based on Clear Legislative Provisions

   In most of the cases we reviewed, countries did not have specific legislation concerning the blocking of content, websites or applications at the ISP level. This means that the blocking orders observed in the region are usually based on vaguely worded, ambiguous, or non-specific legal provisions. As explained in further detail in Appendix A, at least in Brazil and Argentina, courts’ general powers to order precautionary measures were used to issue blocking injunctions against applications\(^{300}\) or websites.\(^{301}\)

   We observed that the most common exception to this was regarding protection of children against pornography, sexual abuse, or to protect minors against access to offensive or undesired content. However, even in these cases, the existing legal provisions are sometimes vague and do not necessarily provide all the essential safeguards identified in OAS and other human rights documents to protect the right to freedom of expression.\(^{302}\)

2. Network Neutrality Provisions May Represent an Important Instrument to Avoid Blocks or To Ensure Courts Are Involved In Blocking Requests

   In some countries, Network Neutrality provisions proved to be an important safeguard against excessive SSB. This argument seems particularly important with respect to private blocking, but, in some cases, has been used for blocking by agencies or courts as well. As network neutrality legislation makes it illegal for ISPs to throttle or to block content, authorities in some countries have interpreted these provisions as forbidding the blockage of apps upon request of administrative authorities. This is precisely the case currently under discussion in Colombia, where the Transport authority is trying to block the Uber application, while the Ministry of Communications says that would violate network neutrality provisions.\(^{303}\) Network neutrality laws in Colombia have one express and specific exception for blocking, in the case of child pornography.\(^{304}\) The Uber case was brought to a Court in early 2017 by the Transport authority. Although the app at issue is not generally significant for to freedom of expression, the case illustrates how network neutrality provision may be useful to ensure that an independent court assesses the proportionality and legality of the blocking measure proposed by an administrative authority.

---

\(^{300}\) Check, for example, the WhatsApp cases in Brazil, explained in Part A.1.b.

\(^{301}\) Check, for example, the Leakymails case in Argentina, explained in Part A.1.a.

\(^{302}\) See discussion infra Appendix A for Colombia, France, India.


The use of the network neutrality provisions as an argument against blocking was also identified in experts' analysis in Brazil,

notably in the case of the successive WhatsApp blocks by courts in that jurisdiction.

3. In the Region, Legislation and Agreements Between Intermediaries and Government Agencies Have Mandated ISPs to Include Clauses on their Contracts to Allow Blocking and Other Content Removal Measures.

In at least two OAS countries, legislation or agreements have required ISPs and other intermediaries to insert clauses allowing content blocking in their terms of service.

In Colombia, for example, legislation on child pornography mandates ISPs to incorporate in the contracts with their subscribers clauses allowing the blocking of content. In Brazil, an agreement established within the Humaniza Redes initiative (a Ministry of Justice initiative to protect human rights on the internet), mandated the Brazilian Internet Association (ABRANET) to recommend its member insert clauses in their contracts which, while not a mode of SSB, have similarly sweeping effect. The clauses allow the termination of accounts used to disseminate child pornography and contents considered to be discriminatory.

Although both initiatives pursue the protection of human rights and the Brazilian initiative does not address SSB, it is important to monitor this kind of development. As mentioned throughout this report, the international human rights law and documents provide a high substantive and procedural threshold that must be met to restrict the free flow of information through extreme measures such as website, service or application blocking. This threshold includes, among other things, that the decision is issued by a court or other independent authority, that safeguards are in place to avoid over-restriction, and that certain transparency and due process rules are respected. Framing the implementation of restrictions of content and the adoption of grave measures such as blocking at ISP level content as a contractual matter may seriously undermine the existing guarantees to the right of freedom of expression.

Moreover, without a clear mandate on what qualifies as impermissible speech under an ISP’s blocking/takedown policies or a country’s laws, users are less able to self-regulate and predict what is an unlawful conduct that might lead to restrictions of speech. Regulation by contract might not comply with the first step of the three-step test, that mandates restrictions on speech to

---


307 The Humaniza Redes initiative can be found at http://www.humanizaredes.gov.br/ [https://perma.cc/D6FQ-D8GU]. (The content of the agreement was not available on the website, was obtained by the authors of this report in response to a FOI request and is now available at http://cyberlaw.stanford.edu/page/wilmap-brazil) [https://perma.cc/CK42-B5A9].
be clearly established (materially and procedurally) by law.

4. Service Blocking Has Been Applied Out Of Its Permissible Scope under Human Rights Law and In a Disproportionate Manner In Order To Achieve Other State Objectives

Ordinarily, blocking should be applied only as a proportionate measure to protect one of the larger interests specified in international human rights documents, such as war propaganda and hate speech inciting violence, direct and public incitement to genocide, and child pornography. Instead, some examples identified by this report reflect orders that restrict human rights by couching themselves within secondary goals. In Brazil, the WhatsApp mobile application was blocked for refusing to grant law enforcement access to the communications and metadata of users under investigation. This example demonstrates that even government-ordered blocks that stem from law or judicial processes can enact blocks that can threaten users’ rights.

5. Blocking orders against specific egregious forms of content find some support in international human rights law, but may nonetheless be improper if they lack proper safeguards.

Some egregious content, such as child pornography, has served as legal grounds to justify compulsory blocking with lower scrutiny. In some countries, the law may require ISPs to block specified content on these grounds without a court’s adjudication. This approach finds some support in international human rights documents, especially in establishing what kind of content is clearly out of the scope of protection of a freedom of expression right. Restrictions on child pornography easily meet the “compelling objective” requirement under Step 2 of the three-step test.

However, if such blocking obligations were expanded to affect entire sites or services, they might not provide the necessary safeguards for freedom of expression rights, and might not be strictly proportionate or narrowly tailored enough to satisfy Step 3 of the three-step test. The existence of child pornography on a site should not, alone, justify SSB without careful consideration of more well-tailored and proportionate measures. It is important to monitor future developments, as provisions restricting the free flow of information have historically been misused to silence dissent and other kinds of lawful speech. Even restrictions on clearly unlawful content should be undertaken on a case-by-case basis and in accordance with the principles discussed in this report. Legislation and court decisions can be improved to provide adequate safeguards, transparency and due process rights to end-users, intermediaries and speakers.

E. Options and Next Steps

In light of the findings of this report and the international human rights standards to balance freedom of expression with other rights, the OSRFE may consider adopting the following measures:

308 See discussion infra Part VI.1.e.
309 See discussion supra Section IV.C.2.b.
a. The OSRFE may consider developing in more detail the “least intrusive measure” identified in many human rights documents, specifically in the context of SSB. The research done indicates that it is possible to imagine a sequence of possible interventions from the least intrusive to the most intrusive be implemented before issuing a targeted block or a block against an entire service or website;

b. In the extreme cases where blocks might be granted (after exhaustion of all other lesser intrusive measures), there is still the need to develop appropriate safeguards related to transparency and due process guarantees to end-users, intermediaries and speakers. The OSRFE may consider asking member states to explain any current legislation allowing SSB in each jurisdiction and if transparency, due process and other safeguards to freedom of expression are incorporated in the existing legislation. The OSRFE may consider promoting new standards of transparency, due process and safeguards to freedom of expression through measures such as providing Internet users with notice and an opportunity to challenge ISP blocks on of websites;

c. Some human rights documents indicate that governments around the world are pressuring intermediaries to incorporate specific clauses and conditions in their terms of services that might allow them to voluntarily restrict speech on their platforms/networks. At least in one case, a reported agreement was not publicly available on the Internet. As this practice might entail SSB, the OSRFE may consider asking member states to provide full transparency on planned or existing agreements of this sort, The OSRFE may consider affirming that this kind of agreement should be subject to the highest standards of active transparency, and that member states should proactively make this information publicly available;

d. The OSRFE may consider asking the member states directly and calling upon OAS countries to actively implement a high standard of active transparency to inform the public about websites and services that have been blocked. Member States that engage by any means in SSB should provide a full and detailed list of the measures adopted, the technical means to implement it, and the legal reasons that justify such severe measures.

e. Some human rights documents affirm that the blocking of entire websites is incompatible with ICCPR Article 19, para 3, while others state that "the adoption of mandatory measures to block and filter specific content is admissible" only in "exceptional cases of clearly illegal content or speech that is not covered by the right to freedom of expression." The OSRFE may provide further detail on what would characterize these "exceptional cases," and may consider advancing an interpretation that clearly limits extreme measures only to "expression that constitutes an offence under international law and can be prosecuted criminally.

f. The OSRFE may consider encouraging intermediaries and governments to engage in

---

310 World Intermediary Liability Map: Brazil, supra note 307.
311 This recommendation was previously made by the UN Freedom of Expression Rapporteur. See A/HRC/17/27 at para 70.
312 IACHR OSRFE (2013), at para 85.
multistakeholder discussions to review any exceptional blocking measures that are adopted, assess their legality and compliance with international human rights standards, and to restrict to the minimum the use of this severe measure;
g. In some cases, courts have ordered SSB without meeting the high threshold of international human rights law, such as the three-step test. The OSRFE may consider encouraging member states to promote trainings and capacity building activities with judges, prosecutors and other members of the judiciary.
h. The OSRFE may consider inviting countries in the Inter-American system to study the effectiveness of the restrictions their governments have previously implemented.

**F. Conclusion**

This Part of the report explores the tensions between the blocking of entire websites and services, and the right to information and freedom of expression. It also explores how the international human rights documents and the OAS framework for freedom of expression treat orders that block websites or services and how it may limit such blocks. It concludes that the OAS framework, and international human rights law generally, demand that a high threshold be met to allow the implementation of blocking measures at the ISP level. Measures against entire websites or services are deemed so severe that they should not only be subjected to this high threshold, but applied only in very exceptional situations, such as when all content on the site is clearly out of scope of the protection of freedom of expression in international human rights law and no less restrictive measure is possible.

The report identified instances where SSB orders were issued without due consideration for the international human rights standards, and noted that legislation and court decisions frequently lack safeguards to adequately protect freedom of expression. Significant effort is still required to ensure that blocking orders are issued only in exceptional situations. Pertinently, even when dealing with the most egregious and extreme cases, countries need to further develop their laws to ensure proportionality, to guarantee due process rights and transparency to all parties affected directly or generally.
PART V: CONCLUSION

This Report examined two types of restrictions that have been imposed to the free flow of information and that target internet intermediaries: the so-called “right to be forgotten” and the site and service blocking implemented at the Internet Service Providers level. By analyzing more than 25 human rights documents, including conventions, reports from different international bodies, and documents from civil society groups, the research explored whether and how the international and Organization of American States (‘OAS’) human rights frameworks can be reconciled with these emerging trends.

One of the primary goals of the research was to identify laws, policies and enforcement practices that pose a threat to freedom of expression on the Internet, including by incentivizing content removal/self-censorship of lawful content by intermediaries. The review of human rights documents yielded valuable guidance on intermediary liability laws and the potential threats they can create for rights of free expression and information access. In particular, the civil-society-drafted Manila Principles provide concrete guidance for enforcement of intermediary liability laws in a manner consistent with international human rights commitments. The Report also aimed to analyze safeguards and remedies against violation of these rights, including procedural protections that can prevent lawful content from being suppressed through intermediaries’ “notice and takedown” practices.

This Report discusses and analyses one of the primary sources of human rights in the OAS countries, the American Convention on Human Rights (‘ACHR’). The ACHR provides particularly broad protection to freedom of expression rights, and establishes a three-step test for restrictions to the free flow of information. The three-step test demands that any limitation to the freedom of expression must: (i) have been defined in a precise and clear manner by law, in the formal and material sense; (ii) serve compelling objectives authorized by the Convention, and; (iii) be necessary in a democratic society to serve the compelling objectives pursued, strictly proportionate to the objective pursued, and appropriate to serve said compelling objective. Consistent with this test, many human rights documents and reports point out to the necessity of adequate safeguards that ensure due process rights and the right of recourse to all parties affected by Internet content removals, as well as broad transparency to the parties and the general public. Because Internet intermediaries are placed in the position of ‘gatekeepers’ to the Internet and may have incentive to silence even lawful speech to avoid the risk of liability, human rights documents and reports have also emphasized the importance of independent judicial determination about whether content is unlawful before intermediaries can be required to remove or erase it.

Many of the points emphasized in the OAS human rights guidance on intermediary liability and free expression rights are in tension with the so-called right to be forgotten (‘RTBF’) as framed by the European Court of Justice (‘CJEU’) in the Google Spain case. Although an increasing number of requests to be “forgotten” are being made in the member states of OAS, and some states have data protection legislation modeled on that applied by the European court in Google Spain, the development of the region’s jurisprudence is inconsistent. In some cases, courts have permitted claims to be brought not only against search engines, but also media companies. At least one country (Mexico) has upheld stronger procedural protections than are recognized in the European
jurisprudence, rejecting an RTBF order on due process and free expression grounds because the affected publisher was not involved in the proceedings against the search engine. And another (Colombia) has rejected the imposition of RTBF liability on a search engine, saying that this burden should instead fall on the original publisher.

Substantively, the idea of a RTBF has been heavily criticized in the region, given the recent history of authoritarian regimes in some countries and serious concerns about citizens’ right to know or to remember. Procedurally, the vagueness of the concept raises concerns related to the first step of the three-step test, and the designation of private Internet companies as adjudicators of RTBF requests conflicts with the procedural safeguards urged in many regional human rights documents.

In terms of site and service blocking (‘SSB’), the report identified that many human rights documents strongly condemn measures that suspend access to entire sites or services, and affirm that their implementation should be exceptional and subjected to the highest scrutiny. Nevertheless, around the world, orders compelling ISPs to block websites or applications are increasingly common. In many cases, such orders seem hardly compatible with article 19, paragraph 3 of the International Covenant on Civil and Political Rights (‘ICCPR’) and the protective framework established by Article 13 of the ACHR. The exceptional situations identified by the reviewed documents involve content outside the protection of freedom of expression rights in international law, such as child pornography and war propaganda. Even in these cases, the sources indicate, content restriction measures must be tailored to target only the unlawful content, for example by blocking individual unlawful pages rather than entire websites. Such measures additionally should be subjected to the three-step test, and be accompanied by broad procedural safeguards to enable the right to recourse for all interested parties. Protecting both free expression and due process rights of Internet users requires transparent disclosure of information to the affected parties, in particular the operators and users of blocked websites, applications, or services.

Implementing blocking orders against entire websites or services typically conflicts with the mandate to use the least restrictive measure when limiting the exercise of freedom of expression. Such broad blocks may not be justifiable unless member states attempt less restrictive alternatives before considering issuing blocking orders. At least in two countries, however, SSB orders were issued, disrupting the right to communicate freely for thousands or millions of users, as a means to ensure compliance by intermediaries with local domestic laws.

Finally, it is important to emphasize that the existence of network neutrality rules prove to be an important safeguard or argument against disproportionate blocks in some countries. In some cases, the existence of this kind of regulation forced the issue to be brought before a court, as in the recent case of Uber, pending before a court in Colombia.

In the light of foregoing, this Report suggests next steps to the Office of the Special Rapporteur for Freedom of Expression (‘OSRFE’) of OAS to enhance the protection of freedom of expression on the internet. Among other things, the report encourages the capacity building of data protection authorities, judges, and other government actors in the existing international human rights rules and norms relating to intermediary liability and free expression. This includes both
important procedural considerations to limit excessive content removal or suppression by Internet intermediaries, as well as broader and proactive transparency by member states relating to these types of content restrictions.

While, it is certainly an ambitious task to accomplish, the preservation of the freedom of expression is imperative to preserve the democracies that countries of the region have built over many years.
Appendix A: Analysis by regions

This Annex describes how different national authorities have dealt with legal questions discussed in Part II and III of the Report. This section is by no means an exhaustive illustration of RTBF and SSB around the world or within individual countries, but highlights the legal treatment of both or one of the issues in select countries, chosen on the basis of their reported decisions on the subject and the availability of information online. As mentioned, this selection should not be read as a complete survey of the existing case law in the regions or within the countries listed, as the degree of availability of judicial and administrative decisions is diverse among the countries of the region.

1. States in the OAS region

Many countries from Latin America share a common history of authoritarian regimes and exist currently under varying degrees of institutional capacity. In this context, it is not a surprise that the OAS region historically has given a stronger protection to freedom of expression as a tool “to strengthen the operation of deliberative and pluralistic democratic systems through the protection and promotion of the free circulation of information, ideas and expressions of all kinds.”\(^{314}\) At the same time, important differences in national law affect legal developments in the areas reviewed. For example, several countries in Latin America have data protection laws modeled after the European Data Protection Directive, like Argentina, Uruguay, Perú, and Colombia. It is important to consider the legal context of individual states, especially in perspective with their obligation under the Inter-American human rights system.

a) Argentina

Argentina’s data protection laws are reflected in its Constitution, the Personal Data Protection Act (Law 25.326, from 2000)\(^ {315}\) and its Regulation (Decree No. 1558, from 2001)\(^ {316}\). Article 43 of Argentina’s Constitution, like many other Constitutions in Latin America, contains a provision regarding habeas data. Argentina’s habeas data provision has been described as the “most complete” in Latin America,\(^ {317}\) as it elevates the right of individuals to correct and delete information held about them by both public and private entities: “In case of falsehood of information or its use for discriminatory purposes, a person will be able to demand the deletion, correction, confidentiality or update of the data contained in [public and private] records.”\(^ {318}\) Argentina’s data protection regime has obtained “adequacy” status for data transfers from the EU,\(^ {319}\) a recognition of its degree of compliance with the European standard. A draft bill for a new

\(^{314}\) IACHR’s OSRFE, (2010), supra note 3 at p. 3.

\(^{315}\) The law can be found at http://www.oas.org/juridico/PDFs/arg_ley25326.pdf [https://perma.cc/WA5W-R454].

\(^{316}\) The decree can be found at http://servicios.infoleg.gob.ar/infolegInternet/anexos/70000-74999/70368/norma.htm [https://perma.cc/K5UU-E47P].


\(^{318}\) Article 43.3, Argentine Constitution.

data protection act was posted online for comments in February 2017. The proposed changes to the Argentine data protection framework reflect changes in Europe’s General Data Protection Regulation (‘GDPR’).\(^{320}\)

Whether intermediaries must de-list their search results in response to complaints by individuals has been litigated heavily in Argentina.\(^{321}\) The most important case, however, did not involve a data protection claim, but the balancing of the conflicting interests of privacy and honor against freedom of expression. Argentina’s Supreme Court in 2014 provided guidance on this balance in *Belen Rodriguez* case\(^{322}\) wherein the court found that intermediaries cannot be strictly liable for content which might impact on the rights of privacy or reputation of others, and except in cases of manifestly unlawful content, should not be obliged to de-list information without judicial or administrative proceeding. In 2016, lawmakers considered passing a bill\(^{323}\) that criminalized posting “discriminatory” comments online and required online platforms to monitor and take down comments based on vague and ambiguous criteria.\(^{324}\) Such obligations would be inconsistent with both human rights guidance and the Argentine Supreme Court’s Belen Rodriguez ruling, discussed above.

With respect to SSB, the Argentina’s current telecommunications and intermediary liability rules appear to respect freedom of expression but some proposed legislation has raised concerns. In 2016, a bill that would allow officials to order ISPs to block apps and websites without first obtaining a court order was introduced. Lawmakers have suspended voting on the bill but it appears that the underlying goals and the bill have not been entirely abandoned.\(^{325}\)

In the City of Buenos Aires, a Bill was proposed in 2016 to modify a Criminal Procedures legislation in order to implement total or partial site-blocking as a measure to prevent illicit activities that take place or produce effects in the City. The bill was heavily criticized for formal and material problems by civil society groups.\(^{326}\)

---

On the national level, another Bill (D-5771-2016) addresses the liability of internet intermediaries and provides definitions of clearly illegal content (that must be eliminated, blocked, de-indexed, or removed after a request) and illegal content (that must be eliminated, blocked, de-indexed, or removed after a court order). If approved, the bill would allow any person that "feels affected" by content on the Internet to file a lawsuit seeking the elimination, blocking, de-indexation or removal of content. The bill was criticized by public interest experts on Internet regulation.\(^{327}\)

In the past few years, there have been several site-blocking incidents that received attention in the media. In 2014, a court ordered ISPs to block access to The Pirate Bay, a file sharing site, on the grounds that the website content was violating copyright laws.\(^{328}\) In August 2011, the National Criminal Court ordered\(^{329}\), based on general powers to issue preliminary injunctions established in the Argentine Penal Code and Criminal Procedures Code, all ISPs to block the site LeakyMails.com and LeakyMails.blogspot.com. LeakyMails was a website that obtained and published documents exposing corruption in Argentina.\(^{330}\) The government’s request to “block an IP address identified as the LeakyMails Web site … reportedly affected thousands of Internet users.”\(^{331}\) In response, “some service providers in Argentina [blocked] access to the IP address 216.239.32.2, which [was] linked to more than one million blogs hosted on Google’s Blogger service.”\(^{332}\) Even if one ignores whether the content in this case was lawful, the incident exposes the lack of proportionality in the implementation of a blocking order, making the absence of a method for assessment of adequacy and proportionality, such as the three-step test, evident.

Other reported blocks in Argentina before 2013 can be found in the CELE's report Internet en Argentina: ¿cómo estamos hoy?\(^{333}\)

https://medium.com/@javierpallero/responsabilidad-de-intermediarios-de-internet-en-argentina-4ba3bd51fb67 [https://perma.cc/ABX7-SP7D].


b) Brazil

Brazil does not have a data protection Law on the books, although it has opened a consultation to seek input towards passing one and now it is in the works in Congress. Nevertheless, other laws impact the ways in which Brazilians use and access information online and interact with intermediaries. Most notably, the Brazilian Civil Rights Framework for the Internet (“Marco Civil”) from 2014 is applicable to every kind of Internet activity. Marco Civil has a chapter on Fundamental Rights that recognizes personal data protection and gives individuals the right to be informed and requires data controllers to obtain consent from users before processing their data.

Article 7 of Marco Civil also gives citizens the right to request the definitive elimination of personal data provided by the user to an Internet company, at the end of the relationship between the parties. Regarding intermediary liability, Marco Civil establishes that in most cases providers of Internet applications can only be deemed liable for content generated by third parties if they do not respect a court order to take it down. In such removals, intermediaries must also, when possible, notify the original publisher of that information to allow her to legally contest and submit a defense in court. Further, when requested by the original publisher, intermediaries should replace the content so removed with an explanatory note about the court proceedings.

Brazilian courts have adjudicated a series of cases against search engines. These cases involved the balancing between personality rights and the right of access to information and were decided in favor of the search engines. In a decision from 2012, Brazil’s Superior Court of Justice found Google not liable for making available a set of links and pictures in relation to a television actress because it would compromise access to information. Recently, in November 2016, the same Court decided another case against Google where a person had asked the search engine to remove search results to websites and images associated with her name. In its opinion, the Court categorically affirmed that search engines cannot be compelled to de-list all results for particular search queries.

Given the strong framework provided by the Marco Civil and the lack of a data protection law, Brazil has shown a consistent approach towards cases involving search engines. Their clearly defined rules for intermediary liability seem to have been instrumental in safeguarding the role of

---


335 An exceptional case on which a private request is enough instead of a court order is when the content published by the third parties contains images, videos and other materials containing nudity or sexual activities of a private nature, published without the authorization of the participants (a set of cases commonly associated under the Revenge Porn category).


search engines and differentiating from the original publisher of the content. However, two things must be emphasized: i) once a data protection law is approved in the country and if a data protection authority is established, the direction of courts might shift; ii) the validity of RTBF claims based on privacy rights or on the protection to reputation are not yet resolved in the Brazilian jurisprudence, as demonstrated by the cases reaching superior courts in the country, briefly described below.

The Superior Tribunal de Justiça (STJ) has decided some cases, not based on data protection, but that are related to the RTBF debate. In the first case, decided in May 2013, STJ recognized a "right to be forgotten" based on a privacy claim against Rede Globo, a TV broadcaster in the country. In this case, the plaintiff, who was accused and finally acquitted for participating in a slaughter in front of the Candelária Church, succeeded in obtaining damages from the media company for having his name associated with the episode. The Court decided that it would be possible for the media to tell the story without mentioning the plaintiff's name.

In a second case, the same court decided in 2013 a claim against the same company. In this case, the plaintiffs (relatives of a victim of homicide in 1958 - Aida Curi), affirmed that the broadcasting of information about the crime reopened their wounds, and requested damages based on a RTBF claim. The court decided that there was no abuse and that the media company (TV Globo) was informing about public and historical facts, affirming that the facts of the crime were now in the public domain. The decision was appealed to the Supremo Tribunal Federal, where the case is still pending.

In a third case, decided in September 2016 by STJ, the court recognized a RTBF based on privacy and reputation claims to determine the payment of damages by a newspaper that, in an interview, mentioned the participation of the plaintiff in an attack in an airport in the north of the country. One of the justifications used by the decision is based on the fact that Brazil passed an Amnesty Law in 1979, by which different antagonistic forces would have agreed to promote the social pacification of the country, and that would have entailed the "forgetfulness of the conflicts" of the period.

Finally, in a case decided in November 2016, STJ affirmed that there is no legal ground to demand the de-indexation of content from a search engine based on a RTBF privacy/reputation claim. In this case, the court also asserted that the Civil Marco Civil article 7, X, does not entail to a RTBF. The article establishes the right to request the definitive exclusion of personal data transferred to an Internet application at the end of a contractual relationship. The decision,


therefore, affirms that this right does not extend to the public information available on the internet.

With respect to SSB, Brazilian courts have issued a number of controversial blocking orders over the last several years, specifically in connection with the widely used WhatsApp application. The Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression issued by the United Nations in 2016 deemed such blockings in Brazil (along with six other countries) unlawful.\(^{341}\) The court orders were based on WhatsApp’s refusal to disclose to authorities the content of encrypted communications and the metadata, which WhatsApp is required to store and provide upon court order in the course of an investigation. In all the cases, the blocks were reversed upon appeal. The blocks affected millions of people in Brazil\(^{342}\) and in other countries and attracted enough attention of policymakers and members of congress to be followed by the proposal of bills in Congress to expressly forbid the blocking of messaging apps. In addition, two lawsuits have been filed to declare the blocks (and the parts of Marco Civil used to justify the blocks) unconstitutional\(^{343}\).

Although the blocking orders against WhatsApp were the most impactful, other blocking orders have been issued against different websites (such as the website Tudo Sobre Todos, for violation of privacy rights) and services (such as the app Secret, for allegedly ensuring anonymity in the platform).\(^{344}\)

In 2016, the State Court of São Paulo did not grant a preliminary order to block a website that made information in connection with equity interest in companies available, deeming such information public. The court, however, did not address the legality, proportionality or necessity of the measure.\(^{345}\)

Beyond Marco Civil, some cases sought SSBs based on claims of violation of the Brazilian Electoral Law (Law no. 9,504/97, that establishes rules for the elections process). Article 57-I establishes that the Electoral Court may order suspension, for twenty-four hours, of access to any information content of websites that fail to comply with the provisions of the Electoral Law, at the request of a candidate, party or coalition. The provision allows this period of suspension to be doubled with each repetition of conduct. An example of such restriction was found in Process no. 141-28.2016.6.24.0019 at the Regional Electoral Court of Santa Catarina, in October 2016. Here, the Court ordered the suspension of Facebook for 24 hours if the company did not remove a page criticizing a candidate. Facebook removed the content indicated by the court as unlawful, and filed


\(^{344}\) For a comprehensive collection of blocking cases, bills and debates in Brazil, see http://bloqueios.info/en/timeline/ [https://perma.cc/FZ7G-SL8Z].

\(^{345}\) For further information and analysis of this process (number 2177717-09.2016.8.26.0000), see, http://omci.org.br/jurisprudencia/125/divulgacao-de-dados-pessoais-e-bloqueio-a-site/ [https://perma.cc/FJP5-T5EE].
an appeal. Considering the removal, the block was never implemented. When deciding the case, the Tribunal Superior Electoral pointed out that the blocking order was a severe measure, and that the suspension "of sites on the Internet should respect the appropriate gradation with the severity of the perpetrated illicit conduct, reserving such penalty for when the felonious intent of not complying with the judicial decision is proven, with transparent imbalance of forces on the electoral dispute.”

c) Canada

Canada has two federal privacy laws: the Privacy Act (1985) relates to federal government agencies and departments, and the Personal Information Protection and Electronic Documents Act (2000) (‘PIPEDA’) applies to the private sector. Canada’s data protection regime generally tracks the EU’s, and therefore meets the requirements of the EU’s adequacy standard.

In 2017, the Federal Court of Canada decided a case regarding the interaction of rights conferred by PIPEDA with public information available on the internet. In that case, a Canadian resident filed suit when the Romanian-based respondent failed to comply with his request to remove information about him that was published on the respondent’s website, Globe247h.com. The respondent’s website aggregated public documents from Canada’s court reporting database. The data aggregated on this website was then indexed by search engines (the content of Canada’s legal databases was typically not indexed by search engines). The applicant complained that a tribunal decision relating to an employment dispute appeared as a Google Search result in response to a search of this name. The applicant requested Globe247h.com to remove this information from their website, but the site refused to do so without the payment of a fee. The applicant filed a complaint under PIPEDA, which was investigated by the Canadian Privacy Commissioner, who found that the respondent had failed to comply with PIPEDA. The applicant sought damages, as well as declaratory and injunctive relief from the Federal Court. The Federal Court found that PIPEDA had extra-territorial jurisdiction to apply to the acts of the respondent, and that the respondent had failed to comply with PIPEDA. The Court issued a corrective order requiring the respondent to comply with PIPEDA. The declaratory relief anticipates that the applicant (and others affected by the respondent’s conduct) use the Court’s Order to support requests to Google (and other search engines) that the search results be de-indexed.

346 For further information on this case, including the original decision and the appellate court decision (in English and Portuguese), see Facebook Case II Non-Compliance with Judicial Requests for Content Removal, (Oct.5, 2016), http://bloqueios.info/en/casos/block-for-non-compliance-with-judicial-requests-for-content-removal/ [https://perma.cc/ZE25-S27R].
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In the SSB context, the provincial government of Quebec passed Bill 74 that allowed the direct DNS blocking through ISPs for gambling websites.\textsuperscript{353} However, the proposed law has seen opposition and has been challenged before the Superior Court.\textsuperscript{354}

d) Chile

There are two laws from Chile that are important for consideration for internet intermediaries. One is Law No. 20435, which modified in 2010 the Intellectual Property Rights Act. As per this modification, a copyright holder may obtain a court order to oblige intermediaries to remove or block infringing content, but may not trigger removal obligations simply by notifying the intermediary. This law was celebrated on introduction\textsuperscript{355} and is unique from other similar regulatory frameworks because it requires adjudication by an independent juridical authority.\textsuperscript{356} Chile’s Law No. 20,453 is aimed at providing net neutrality and prohibits “blocking, interference, discrimination, throttling, and the restriction of the right of any user to use, send, receive or offer any lawful content, application or service through the Internet, as well as any other type of lawful activity on or use of the web.”\textsuperscript{357}

Additionally, Chile recognizes as a constitutional guarantee the right to privacy and honor of their citizens in Article 19 N 4 of its Constitution. Since 1999, its data protection law has given data subjects the right to request directly to the data controller the elimination or cancellation of personal data registries whenever there’s no legal justification for its treatment or it has expired; and to request the modification of the personal data registered when they are mistaken, inexact, equivocal or incomplete.

In 2014, the Court of Appeals of Santiago decided a constitutional case that could be relevant for RTBF. A citizen brought a claim against Google because the search results associated to her name included a defamatory website that alluded to her having AIDS.\textsuperscript{358} The Court ultimately rejected the claim because the original content had disappeared from the original source. However, it did say in one excerpt that the possibility of bringing an action against a search engine for content made available by a third party is a concept that in general has been rejected by Chilean effective way” of mitigating the harm to individuals.

\textsuperscript{353} Quebec to require ISPs to block websites, Internet Society (2016) supra note 295; Meghan Sali, (2016) supra note 295.

\textsuperscript{354} Giuseppe Valiante, (2016) supra note 296; Steven Stradbrooke supra note 296.


courts and referred to two extra cases from 2013 and 2014 that were decided in that sense. More recently, in 2016 the Supreme Court of Chile debated a case against a newspaper regarding an old news article on a criminal investigation, ordering the original publisher to delete the content from its online archives, ignoring less restrictive alternatives such as the rectification of the original content or the use of robots.txt and/or other technical means to prevent indexation by the search engines without the suppression of content.

e) Colombia

Colombia protects freedom of expression and freedom of the press rights in its Constitution, Article 20. The Constitution also recognizes the right to privacy and personal data protection. It provides no censorship against mass communication media. However, the rights under this article are applicable only to “true and impartial” information. Article 73, furthermore, emphasizes this protection in terms of journalistic activity.

In 2012, Colombia introduced a Data Protection Law (Law 1581), which recognizes the data subject’s rights to access, rectification, cancellation and objection to the processing of personal data. In 2015, the Constitutional Court decided the case of Gloria v. Casa Editorial El Tiempo, in which a citizen, who was reported on the media to be a part of a human trafficking mafia, asked the newspaper to take down the content and also to remove it from search engines after the statute of limitations had expired for the crime. The Court said that the real violation of rights wasn’t done at the moment of the indexation by the search engine but when the newspaper published the story. Therefore, the Court determined that the newspaper did have a duty to update the news story until its judicial conclusion, but not to delete the content. Additionally, they ordered the newspaper to use technological means (like the robots.txt file and meta tags) to avoid search engines indexing the news story on their website. The Court also acknowledged that search engines could not be held liable for the content published by third parties because this would go against the Network Neutrality Principle of the Internet and that Colombian courts lacked the jurisdiction to order Google Inc., a company based in the United States, to take an action. In direct reference to the solution offered by the CJEU in the Google Spain judgment, the Colombian Constitutional Court deemed it an “unnecessary sacrifice of the Network Neutrality principle and, with it, of the freedom of information and expression.”

The Colombian Court reached a decision very different from the CJEU in a range of
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360 Article 20 and 73, the Constitution of Colombia
361 Article 15, Colombian Constitution.
363 The Robot Exclusion Standard or “Robots.txt” is a technical standard that any website can use as a tool tell search engines to ignore certain sections or URLs of their website in their search result. As a consequence of the implementation of this tool, a website will be effectively unreachable through a search engine. Koster, Martinj. “About /robots.txt” http://www.robotstxt.org/robotstxt.html [https://perma.cc/8X2H-JQKZ].
respects. Despite trying to more equally balance rights than the CJEU in the *Google Spain* judgment, it perhaps inadvertently ordered broader delisting than the CJEU did. By ordering the use of a mechanism like “robots.txt”, it ensured that the links would disappear for all search queries on Google -- not merely queries searching for the plaintiff by name.

The law against child pornography, Law 679 of 2001, requires ISPs to engage in blocking mechanisms. The method and standard of this blocking, however, are not stated within the law but are subject to annual review by a specific commission. The law also does not limit the blocking mechanism to a specific URL or content. The law’s general language could lead ISPs to block entire sites. Article 4 of the law 679/2001 establishes a commission that can propose technical measures to block and filter content that may be improper for consumption by minors. Further, Article 8 of the law mandates that ISPs provide technical measures that allow users to protect themselves and their children from offensive or undesired content.

The regulation (Decree 1524 of 2002) that details the implementation of this law, issued by the Colombian Ministry of Information and Communications Technologies, establishes technical and administrative measures to protect minors on the Internet. The decree forbids providers and servers to provide access to websites that distribute child pornography, and mandate ISPs to implement technical measures to prevent access to websites containing child pornographic material. ISPs that do not comply with the decree may be subject to fines amounting up to 100 times the local minimum wage.

In a recent case against Uber, the transport authority attempted to get a service blocking order against the Uber mobile application. The request alleged that Uber’s service of transport does not comply with local transportation law. The Ministry of ICTs stated that, in respect to the network neutrality legislation in Colombia, the Ministry was not entitled to suspend any kind of application, but only to verify if orders issued by the competent authorities were being complied with by ISPs.

f) Cuba

According to Freedom House, “Cuban law places strict limits on free speech and outlaws independent media.” A number of websites are regulated/blocked in Cuba, but it still does not “have the same level of technically sophisticated blocking that characterizes other highly restrictive internet environments”, i.e. while the government has imposed blocks, Cubans are able
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364 Ley 0679, *supra* note 297.

365 *Freedom on the Net 2016*, Colombia at 7 (“According to the ICT Ministry, the only content that is subject to blocking measures is child pornography, which is illegal under international law…”)


to circumvent these measures. Site blocking can be imposed relatively easily without judicial oversight given the government monopoly in the provision of Internet access. The law Resolution No.179/2008 allows Empresa de Telecomunicaciones de Cuba SA (ETECSA), a telecommunication agency, to “take the necessary steps to prevent access to sites whose contents are contrary to social interests, ethics and morals, as well as the use of applications that affect the integrity or security of the state.” This law has been used to block local independent news websites, activist and dissident organization websites, and such major portals as Yahoo. In our research, we found nearly no mention of the existence of a RTBF or similar right.

g) México

The Mexican Constitution recognizes the fundamental right to the protection of personal data. Likewise, the Federal Personal Data Law grants individuals the rights to access, rectification, cancellation and objection to the processing of personal data. This law is supervised by the National Institute for Transparency, Information Access and Personal Data Protection held by Individuals (“INAI”), an autonomous administrative agency.

In 2015, INAI initiated proceedings against Google Mexico for denying a businessman the exercise of his rights to cancel and object to the processing his personal data in the search engine results. According to his original request, the businessman wanted to take down a reference to his possible involvement in a corruption scandal as reported in a news piece by Fortuna Magazine in 2007. Deciding as the Data Protection Agency, the INAI concluded that Google was indeed a data controller under Mexico’s data protection law and legally obliged to act upon the requests of data subjects. Therefore, the company had breached that obligation when denying the claimant’s request to cancel and object to the treatment of his personal data. That administrative decision was contested in Court by Fortuna Magazine, the original publisher of the information de-listed,

369 For more information, see Law 179/2008 Article 19, J (in Spanish):
370 Freedom on Net 2015, Cuba.
371 Id.
372 Article 16, Constitution of the United States of Mexico.
373 Thompson & Knight: Attorneys & Law, Mexican Data Protection Law, (Apr. 26, 2016), http://www.tklaw.com/files/Publication/4a60406f-524f-4312-b527-500b6d82c38c/Presentation/PublicationAttachment/493721a4-f671-425e-81c5-613d8eb79f00/TKClientAlert_MexicoDataProtection.pdf
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and was initially confirmed at the first instance. However, in August 2016, the Court of Appeals for the First Region in Mexico determined that the right of audience of the publisher was violated by the administrative procedure under controversy. In their decision, the Court considered that the de-listing order given by the Data Protection Agency limited the right to impart information of the magazine publishers and that they should have participated as an interested third party in the administrative proceedings. As a result, the Court declared the administrative decision void and remanded the case for rehearing. In this case the final decision was more procedural than substantial. The Court considered, and weighed against the Constitution and the American Convention, whether a procedure to limit the reach of information could take place without the participation of the original publisher. The regular data protection claim as applied by the INAI wasn’t designed to consider the interests of third parties, like the original publisher.

h) Perú

The Peruvian Constitution recognizes that every citizen has a right to privacy and data protection. Since 2011, the right to data protection has been recognized in the data protection law, which grants individuals the rights of access, rectification, cancellation and objection to the processing of personal data. The data protection authority for the country is the Authority for the Protection of Personal Data (“Perú’s DPA”), an administrative office within the Ministry of Justice and Human Rights, who has been adjudicating cases since 2013.

In 2016, Perú’s DPA decided a case against Google where a former public servant, who had been previously detained by the police for possessing child pornography, wanted to remove any reference to that episode from the search results associated with his name, as they appeared in newspapers, blogs and forums accessible through Google search results. Perú’s DPA considered the search engine as a data controller under the Peruvian data protection Law. As such, it ordered Google to block not merely specific identified URLs but any search result related to the incident that may appear under the name of the claimant. Later, under administrative appeal, Perú’s DPA confirmed his decision and detailed a list of 16 links that were the only ones subject to de-indexing.

The Peruvian case is similar to the Mexican case because both involved the Data Protection Agencies. However, in the Peruvian case the initial order to de-list was much more broad and undefined, effectively requiring Google to proactively monitor and police user expression, in violation of strong prohibitions on such measures by human rights sources. This monitoring obligation was the only aspect of its decision that Perú’s DPA corrected under administrative appeal. Again, no extra guidance was given about how this new breed of data controllers (search engines) should proceed under the Peruvian data protection law. This degree of confusion about what is possible under Perú’s data protection laws lead recently to a man, who was investigated for narcotics trafficking, convincing a judge to issue a precautionary measure ordering Google and

---


every major news outlet of Peru to de-list search results and news with his name in connection with “any false report.” The decision was later reversed and the process is still going.\footnote{378}

i) USA

Based on the fact that the USA does not have data protection laws on the European model, and because of the country’s strong free expression jurisprudence under the First Amendment, RTBF is widely seen as inconsistent with that country’s laws. That said, some narrow legal provisions for suppression of truthful personal information do exist,\footnote{379} and privacy advocates and scholars have advanced arguments in support of broader rights to be forgotten.\footnote{380}

The US Congress famously rejected site blocking mandates in the much-criticized SOPA legislative proposal. Nonetheless, site blocking has since occurred in the United States, most prominently through the mechanism of DNS seizures. For example, in 2010 the Department of Homeland Security initiated operation ‘In Our Sites’ to “combat online piracy and the proliferation of counterfeit goods on the internet,” according to the ACLU.\footnote{381} As of 2012, the Department of Justice noted seizure of at least 758 domain names.\footnote{382}

2. Countries Outside of the OAS Region

a) China

For certain online violations of privacy one can sue under the provisions, principles, and interpretation of General Principles of Civil Law, 1986; Standing Committee of the National People’s Congress Decisions and the PRC Supreme People’s Court.\footnote{383} However, it is unclear from these laws if ISPs or Search Engines can be sued. Further, China’s Tort Liability Law protects privacy and interests of a civil nature but it does not extend to RTBF or personal data specifically.\footnote{384} However, Articles 36 and 15 of the Tort Liability Law extend to online torts where


\footnote{379} California has a State Law (“erasure law”) that allows for removal of content pertaining to minors; Brad Reid, Does the U.S. Need a Legal Right to Be Forgotten?, The Huffington Post, http://www.huffingtonpost.com/?icid=hjx004 [\url{https://perma.cc/KV6U-2PJL}]

\footnote{380} Eric Posner, supra note 155.


\footnote{382} Department of Justice, Department of Justice Seizes More Than $896,000 in Proceeds from the Online Sale of Counterfeit Sports Apparel, (April 10, 2012) \url{https://www.justice.gov/opa/pr/department-justice-seizes-more-896000-proceeds-online-sale-counterfeit-sports-apparel} [\url{https://perma.cc/7VDM-PMY2}].

\footnote{383} Mei Ning Yan, Protecting the Right to be Forgotten: Is Mainland China Ready?” EDPL (3) 2015 190 at page 194, \url{https://doi.org/10.21552/EDPL/2015/3/6} [\url{https://perma.cc/3N7L-7SES}]

\footnote{384} Id. at 194, 195.
ISPs can be held liable for not following takedown procedures.\textsuperscript{385}

Chinese law also contains criminal provisions under the Law on Administrative Punishments for Public Order (LAPPO) and the 2012 NPCSC Decision that govern the duties of the IPSs to protect online privacy and personal data.

The 2013 Guidelines set out standards for data controllers to follow while collecting, transferring or erasure of data.\textsuperscript{386} Recently on November 7, 2016, the Standing Committee of the National People’s Congress of China enacted the final Cybersecurity Law that will allow a data subject to request deletion of personal information that is incorrect, improper and contains errors.\textsuperscript{387} This law will be in effect from June 2017.

Treatment of RTBF under existing law can be understood through a ruling by the Haidian District People’s Court that referred to Google Spain. The petitioner’s employment was terminated as he had an association with a company that had bad reputation, and consequently sued Baidu for lost wages and removal of his name from search results that showed the connection between the petitioner and the company. The court stated that the right of personhood can protect personal interest when “they must not encompass those rights which have already been categorized, and they must be rights which are both legitimate and which require protection.”\textsuperscript{388} The court rejected the petitioner’s argument as the petitioner continued to work in the field and his association of the company was not incorrect.\textsuperscript{389}

The Chinese legal system has not been examined for SSB laws and incidents in this Report. However, this is not an indication of the importance (or lack thereof) of the system.

b) Hong Kong

The collection of personal data is regulated under the Personal Data (Privacy) Ordinance which has been in operation since 1996.\textsuperscript{390} In 2015, a court used this law to order removal of content comprising information about individuals in the financial market by a webmaster, David Webb. The data included court judgments of matrimonial disputes of those individuals dating back

\begin{itemize}
\item \textsuperscript{385} Id. at 195.
\item \textsuperscript{386} See Id. at 198. Also see generally Law in China, Data Protection Laws of the World, https://www.dlapiperdataprotection.com/index.html?c=CN [https://perma.cc/P898-42EQ]
\item \textsuperscript{388} Fei Chang Dao, An Overview of China’s First “Right-to-be-Forgotten” Lawsuit, (May 16, 2016) http://blog.feichangdao.com/2016/05/an-overview-of-china-first-right-to-be.html [https://perma.cc/W23J-AZ4G]
\item \textsuperscript{389} Suhna Pierce & Adam Fleisher, Europe’s Right to be Forgotten Spreads to Asia, (July 6, 2016) http://www.sociallyawareblog.com/2016/07/06/europes-right-to-be-forgotten-spreads-to-asia/ [https://perma.cc/W88T-D7KG]
\item \textsuperscript{390} Law in Hong Kong, Data Protection Laws of the World, https://www.dlapiperdataprotection.com/index.html?c=HK&amp;c2=&amp;t=law [https://perma.cc/DK9H-YXAM]
\end{itemize}
to 2002. After 10 years the courts decided to redact the names involved in the cases pursuant to a data subject’s complaint and directed the webmaster to remove the names from his website. The webmaster refused to comply, and on appeal was held in violation of the data protection ordinance. It is pertinent to note that the information was to be redacted from court orders, which are ordinarily public documents / public domain information but by virtue of this decision, these orders ceased to be “public domain” information.

c) India

There is no specific data protection law in India. India provides safe-harbors to intermediaries under the Information Technology Act, 2000 and the Copyright Act, 1957. However, section 69A of the general act allows the government or any of its officers to issue orders to its agency or any intermediary to block access to information, including websites.

Two cases that deal with RTBF arguments in different contexts with different results provide a picture of the uncertainty surrounding RTBF in India. The Karnataka High Court directed its registry to redact the name of a woman from the order of the case. The woman had sought to annul a marriage certificate, but arrived at a compromise with the opposite side. The Karnataka High Court allowed the redaction resting its reasoning on the RTBF concept observing that it “…is in line with the trend in Western countries of ‘right to be forgotten’ in sensitive cases involving women in general and highly sensitive cases involving rape or affecting the modesty and reputation of the person concerned.” The court directed that the registry shall ensure that any Internet search made in the public ought not to reflect the name in the title of the case or the body of the case, however it noted that a certified copy of the order will contain the name.

393 Shreya Singhal (2015) India.
396 Kritikacccg, Two takes on the Right to be Forgotten, (Feb.24, 2017), https://ccgnludelhi.wordpress.com/2017/02/24/two-takes-on-the-right-to-be-forgotten/ [https://perma.cc/AJB3-3ECC]. (There are several other cases pending around different jurisdictions in India that may help shape the final stand of RTBF. Since the two judgements discussed here are from state courts and these courts, as well as the other jurisdictions, are corresponding benches, each decision is binding in its state. The other cases have not been included here because they are still pending.)
397 See Arunima Bhattacharya, In a First Indian Court Upholds the Right to Be Forgotten, (Feb. 3, 2017) http://www.livelaw.in/first-indian-court-upholds-right-forgotten-read-order/ [https://perma.cc/269P-TJU5]. The order granting the relief is framed in this site.
398 Id. at para 4 of the Order.
In contrast, the Gujarat High Court refused a petitioner’s plea to restrict online databases and Google from publishing orders which are not “reportable,” noting that anyone can get a copy of orders by applying to the court. The court rejected the argument that such publication is a violation of Article 21 - Right to Life which includes right to privacy. It is notable that any third party who wants to obtain court orders in cases can do so by applying to the registrar and stating reasons for the orders. The registrar normally has discretion to allow such applications.

With respect to SSB, there have been several cases of blocking of websites in India pursuant to orders by the Government. In August 2015, the government passed an order to block 857 porn websites to protect “decenty” and “morality.” Recently, Indian courts have issued several blocking orders against “rogue websites” that are primarily engaged in businesses that infringe intellectual property laws. In one such instance, the Bombay court provided an order that displays compliance with several Manila Principles - It provides sample language for notice to be displayed in place of blocked website informing users of the relevant law under which the block is passed and also identifying an email ID for aggrieved users to contact. Further, the order notes that many SSB orders are overbroad and lack necessary temporal limits. Finally, it also notes that SSB orders are often passed without substantial proof of claim by the Plaintiff but this observation is unaccompanied by any guidance on what may constitute a claim.

This order is passed by a Single Judge of the Bombay High Court and has not been
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examined by a court of higher authority, yet.

d) Japan

The Japanese Supreme Court has recently decided a case in relation to deletion of internet search results, although there was no mention of “RTBF” specifically. The case rejected a particular de-listing request, but indicated that such requests might succeed against search engines in other instances. The judgment follows the 2016 District Court ruling that had decided the matter initially recognizing the EU RTBF. This decision was reversed by the Tokyo High Court which rejected the recognition of RTBF. While deciding in a case in favor of search engines like the High Court and not allowing deletion of search results regarding a person convicted under child prostitution and pornography laws, the Supreme Court relied upon privacy laws without discussing the recognition or lack thereof, of RTBF in Japanese law. The Supreme Court has stated that the right of the public to have information outweighs the man’s right to privacy. Justice Kiyoko Okabe is reported to have said that: “The deletion (of references to the charges from search engines) can be demanded only when value of privacy protection clearly exceeds freedom of expression of search sites.”

The report does not examine instances and laws concerning SSB in Japan.

e) Australia

With respect to SSB, Article 115A of the Australian Copyright Act prescribes injunctions against carriage service providers providing access to online locations outside Australia. In such cases, the Federal Court of Australia may, on application by the owner of a copyright, grant an injunction if the Court is satisfied that: (a) a carriage service provider provides access to an online location outside Australia; and (b) the online location infringes, or facilitates an infringement of, the copyright; and (c) the primary purpose of the online location is to infringe, or to facilitate the infringement of, copyright (whether or not in Australia).

It is pertinent to note that the Australian statute provides guidelines - a checklist of sorts - for a court to consider when ordering an injunction. Some of these facts include, whether disabling access to the online location is a proportionate response in the circumstances; the impact on any person, or class of persons, likely to be affected by the grant of the injunction; whether it is in the public interest to disable access to the online location, among others.

404 See Court decision may fire up ‘right to be forgotten’ debate, The Japan Times, http://www.japantimes.co.jp/news/2017/02/02/national/crime-legal/court-decision-may-fire-right-forgotten-debate/#.WMmaeBLyvVo [https://perma.cc/CH8E-597X]
407 Id.
408 Section 115A (5), Copyright Act 1968, http://www.austlii.edu.au/cgi-
In 2016, the Federal Court ordered 61 domains registered to the websites The Pirate Bay, IsoHunt, TorrentHound and Torrentz to be blocked. Also, addresses belonging to SolarMovie were blocked. Following the discussion in this Report, it is interesting to note that this order required a warning message to be displayed to users attempting to access the blocked website. This message included informing the users that the website was blocked pursuant to a court order because it “infringes or facilitates the infringement of copyright.”

f) Europe and The United Kingdom

Since RTBF in Europe has been discussed in detail in Part III of the Report, it is not added in the Appendix to avoid repetition.

Like RTBF, Europe is amongst the most active jurisdictions in published SSB jurisprudence. With the growth of the e-commerce industry, a number of these cases have addressed SSB via copyright and the sale of counterfeits and infringing products online. In fact, site-blocking has become a tool used commonly in Europe, including the UK. Restrictions imposed by the EU have been issued based on courts’ analysis of three directives: the IP Directive, E-Commerce Directive and the InfoSoc Directive. In Cartier, it was held that the underlying policy of the InfoSoc Directive permits restriction on entire websites vide intermediaries and that such restriction satisfies the proportionality test. The court also

bin/sinodisp/au/legis/cth/consol_act/ca1968133/s115a.html?stem=0&synonyms=0&query=carriage
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413 Section 97A of the Copyright, Designs and Patents Act 1988 in UK allows for and has been used to issue injunctions against service providers in trademark and copyright cases


415 Directive 2000/31/EC of the European Parliament and of the Council of 8 June 2000 on certain legal aspects of information society services, in particular electronic commerce, in the Internal Market (The E-Commerce Directive allows injunctions on intermediaries by courts or administrative agencies, including orders for removal of limiting access to illegal information.)

416 Directive 2001/29/EC of the European Parliament and of the Council of 22 May 2001 on the harmonisation of certain aspects of copyright and related rights in the information society (The InfoSoc Directive, surprisingly, notes intermediaries to be best placed to bring infringement activities to an end and provides right holders an opportunity to apply for injunctions to limit infringement of their copyright or related right)

417 Cartier (2016).

418 Id. at para 160-164.
emphasized the importance of considering all evidence before a restrictive order is passed. The lower court’s decision in Cartier provided for safeguards to prevent abuse of blocking orders:

a. If there is a material change in circumstances, target websites and ISPs may apply to courts for a discharge of the blocking order,

b. The page shown to users who try to access blocked content must include details such as names of parties that obtained the order and inform users of their right to appeal such an order,

c. When possible, such orders must carry a ‘sunset’ clause.

In 2014, France passed a law allowing officials to ban websites that ‘condone terrorism or distribute child pornography’ without court orders. This provision has been called vaguely worded and “equivalent to simply attacking the symptom of an evil rather than root cause.”

Spain passed the Sustainable Economy Act, commonly referred to as Sinde Law in 2012 that allows file-sharing websites to be blocked at the ISP level. Few instances of the use of this law have been reported. It was used to block six sites for copyright infringement but the restriction was lifted by a Spanish court soon thereafter.

Other instances of SSB have been seen in places such as Hungary that implemented a law in 2016 to block “illegal dispatcher services” in a move that appears to be aimed at Uber. Similarly, the Turkish Government is known to frequently block access to social media during times of unrest.
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419 Id. at para 158, (“In the context of this case, for example, the evidence also established that Richemont's brand names were famous and long standing; that these brands were a target of counterfeiters; that the operators of each of the target websites were offering and exposing for sale counterfeit copies of the products sold under just one of Richemont's brand names and that it was therefore hardly surprising that they had higher rankings (denoting that they were less frequently visited) than websites such as The Pirate Bay; that these activities and the activities of other counterfeiters cause significant damage to Richemont; and that the order sought would probably be highly effective.”)
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Appendix B: Reviewed Human Rights Documents

Introduction

This Appendix summarizes the human rights documents that were reviewed as research for the foregoing Report. These documents were selected based on their relevance to the issues surrounding intermediary liability and freedom of expression on the internet, with a focus on internationally binding and persuasive instruments, and those with high persuasive value in the OAS countries.

Each review summary begins with the title of the document reviewed, its author and year of publication. The reviews are arranged chronologically and also provide links to the document reviewed. Additionally, relevant paragraph/page numbers are provided in line with the discussion as identifiers.

A few other documents that were reviewed but not added in this Appendix due to their low relevance for the purpose of this report, as follows:

a. Freedom of Communication on Internet: Declaration adopted by Committee of Ministers (Dated May 28, 2003 at the 840th Meeting of the Ministers’ Deputies)
b. Recommendation CM/Rec(2016)2 of the Committee of Ministers to member States on the Internet of citizens
c. Advisory Opinion of the Inter-American Court of Human Rights (“IACtHR”), regarding the compulsory membership in an association prescribed by law for the practice of journalism (1985)
Background and Interpretation of the Declaration of Principles on Freedom of Expression,
OAS, Office of the Special Rapporteur for Freedom of Expression (Edison Lanza)

Available at http://www.oas.org/en/iachr/expression/showarticle.asp?artID=132&lID=1
[https://perma.cc/DLJ2-GQQL]
Preamble available at
[https://perma.cc/2VWH-4XPY]

The OAS Declaration of Principles on Freedom of Expression establishes a legal framework for
the protection of free expression to be adopted by all states throughout the hemisphere. The
Declaration states that OAS members are subject to Article 13 of the American Convention on
Human Rights (ACHR), which provides for the “right to seek, receive and impart information and
opinions freely,” and sets forth principles that clarify how these rights apply to various forms of
expression, journalistic activity, libel and slander laws, and monopolies in the media industry. In
its accompanying interpretation of the Declaration, guided by the opinions of the Inter-
American Commission (IACHR) and the Inter-American Court of Human Rights (IACtHR), the OAS calls
for the incorporation of international standards on free expression and human rights into the Inter-
American system.

Principle 1 states that freedom of expression is central to a free society and “includes artistic,
cultural, social, religious and political expressions, as well as any other type of expression”
(Paragraph 8).

Principle 2 establishes the right to receive, seek and impart information without discrimination. It
notes that without equal access to information, people cannot take part in the democratic
institutions of the state and their needs may not be accounted for in policy decision-making.

Principle 3 establishes the concept of habeas data writ, which gives people the right to undisturbed
privacy, as well as the corresponding right to easily access information about themselves stored in
public or private databases—without being required to provide a reason for doing so—and to
correct anything that is erroneous, sensitive, biased, or discriminatory. The habeas data writ
functions as an accountability mechanism, particularly for monitoring states that engage in illegal
data collection or surveillance methods (Paragraph 14).

Under Principle 4, states have a duty to honor an individual’s right to access information held by
the state—that is, any official government documentation or information from a public source—
because transparency is essential to civic participation and oversight. Under the “legitimate needs”
test set forth by the IACtHR (Paragraph 20), access to state records can only be limited under
exceptional circumstances that are “clearly established by law” in response to “real and imminent
danger [to] national security.”

Principle 5 prohibits all prior censorship of, interference with, or pressure exerted upon expression
or the free flow of information. Here, as in its interpretation of other Principles, OAS cites the
IACtHR in defining prior censorship and recognizing the right of each person to express himself and to be well-informed (Paragraph 25). It also cites the Inter-American Commission’s conclusions that state-imposed “limitations on the free flow of ideas that do not incite lawless violence” lead to the abuse of power (Paragraph 27).

Principles 6-9 focus specifically on journalistic activity. Principle 6 applies the above protections to journalists, citing the IACtHR’s opinion that journalism depends on the right to free expression, which would be restricted if journalists were required to be members of professional organizations or to obtain a state license (Paragraph 30). Under Principle 7, conditioning the dissemination of information on its “truthfulness, timeliness, or impartiality” violates free expression by making the state the arbiter of the truth (Paragraph 31). Erroneous information produced with “actual malice” may be punishable, but only through the imposition of liability subsequent to the act of expression (Paragraph 35). Principle 8 establishes the right to confidentiality, which enables “every social communicator to refuse to disclose sources of information and research findings to private entities, third parties, or government or legal authorities” (Paragraph 36). Finally, Principle 9 affirms states’ obligation to investigate, prosecute, and punish the “murder, kidnapping, intimidation of and/or threats to social communicators, as well as the material destruction of communications.” Such acts eliminate those who investigate and report on abuses or illegalities and deter others from doing so, thus denying society its right to receive information (Paragraph 39).

Principles 10-13 deal with state influence over media laws and the media industry. Principle 10 establishes legal standards for balancing privacy rights and free expression in the enforcement of liberal or slander laws. Civil sanctions for violating such laws can only be imposed if, in disseminating news about public officials or people voluntarily involved in matters of public interest, a social communicator “had specific intent to inflict harm, was fully aware that false news was disseminated, or acted with gross negligence in efforts to determine the truth or falsity of such news” (Principle 10). Since libel or slander laws are often used to silence criticisms of public officials, this Principles places the burden of proof on individuals affected by the dissemination of false information to demonstrate that the disseminator did so with “actual malice,” defined as “express intention to cause harm, with full knowledge that the information was false or with manifest negligence in the determination of the truth or falsity of the information” (Paragraph 46). Moreover, the state may not impose liability on someone who publishes information that is a value judgment, compel someone who criticizes public officials to verify their claims, or hold a third party that reproduces information responsible for its veracity (Paragraphs 47-49).

Principle 11 prohibits “desacato” [contempt] laws, which punish those that insult or offend a public official, since the scrutiny of public officials is a core pillar of democratic society (Paragraph 50).

Principle 12 states that monopolies or oligopolies in the media communications industry must be subject to antitrust laws, since control by a small group of individuals denies others equal opportunity to receive and impart information and limits the pluralism and independence of the media (Paragraph 53). Finally, Principle 13 prohibits state pressure, punishment, reward, or granting of privileges to social communicators based on their expressed opinions or approach to coverage, since such use of state power interferes with media independence, censors criticism of authorities, and impedes the free diffusion of information (Paragraphs 56-58).
Recommendation CM/Rec(2008)6 of the Committee of Ministers to Member States on Measures to Promote the Respect of Freedom of Expression and Information with Regard to Internet Filters, Council of Europe

Available at https://search.coe.int/cm/Pages/result_details.aspx?ObjectId=09000016805d3bc4 [https://perma.cc/4A98-3DBJ]

This document is intended to provide Council of Europe member states with guidelines for their internet filtering policies. These guidelines are premised upon member states’ general commitment to free expression, as well as previous Committee recommendations related to internet content. These include the need for common standards and strategies for transparency in information services, self-regulation and neutral labeling of searchable online content, the need for appropriate filters for content inappropriate for children, and the obligation to safeguard user privacy. The document builds upon the idea that users must be aware and able to use internet filters, and to challenge filtering and blocking of content, to seek for clarifications and remedies. The document is mostly focused on filtering policies, although it sometimes uses the words filter and blocking interchangeably.

Guideline 1 deals with user awareness of (and appropriate limitations on) internet filters. Specifically, it recommends that states notify users how filters work and why they apply to the content in question, as well as how these filters can be manually overridden if a user feels that the content has been blocked unreasonably.

Guideline 2 addresses appropriate filtering for children and young people, noting that such filters should be “intelligent” and adapt to a child’s development over time.

Guideline 3 specifies the types of provisions that should be present in member states’ internet filtering laws, such as effective means of recourse and remedy for improper filtering, and recommends that states not place general, overbroad filters on offensive and harmful content. Filters and blocks should not be universal and broad, and should only affect the group that the filter has been originally and specifically created to protect, and should not affect content that, while illegal in other contexts, is being used for legitimate purposes.


This report explains the general standards on freedom of expression supported by jurisprudence and doctrines binding in the Inter-American system while discussing their most pressing problems. It also lays an emphasis in showcasing best practices in the region and sets guidelines to help states shape their internal laws to Inter-American benchmarks.

The Special Rapporteur highlights the triple function that freedom of speech has been given in the Inter-American system as: (i) the right to think by ourselves and share our thoughts with others, (ii) the enabling right for a healthy democracy, and, (iii) a key instrument for the exercise of other fundamental rights (Paragraphs 6-10). When mentioning the scope of this right, the Report mentions that the right of an individual to express its own thoughts should be equally protected as the collective right of the society to receive that information. Therefore, a violation to the former cannot be justified using the latter or vice versa (Paragraphs 13-17).

As detailed by the Report, the range of activities covered by this right include the right to speak, write, disseminate, and produce artistic and symbolic expression. Also included is the right to seek, receive and have access to expressions, access to information about oneself and to possess information in any form (Paragraphs 19-29). In particular, the speech deemed in need of special protection is (i) political speech and speech involving matters of public interest, (ii) speech regarding public officials in the exercise of their duties and candidates for public office, and, (iii) speech that expresses essential elements of personal identity or dignity (Paragraphs 32-56).

The report also explains in detail the three-part test that must be observed to establish if a certain restriction on the exercise of freedom of speech is acceptable under the ACHR. This standard requires that the restriction should be clearly and precisely provided for by law (Paragraph 69); that it should be designed to achieve one of the vital objectives recognized in the Convention (Paragraph 74); and that it should be necessary in a democratic society to serve the compelling objectives pursued, strictly proportionate to the objective pursued, and appropriate to serve such compelling objective (Paragraphs 84-86). In any event, those limitations shouldn’t be applied through prior censorship and can only be prosecuted after the dissemination of the information through the subsequent and proportional imposition of liability (Paragraph 91), cannot be discriminatory nor have discriminatory effects (Paragraph 93), and shouldn’t be imposed by indirect means like the abuse of government controls or means tending to impede the communication and circulation of ideas and opinions (Paragraph 96).

It is particularly mentioned by the Report as a way of prior censorship proscribed by the Convention the order to include or remove specific links, or the imposition of specific content in Internet publications (Paragraph 148).


There are 56 members of the OSCE out of which 46 participated in this survey. The survey contained questions that would help ascertain existing legislative provisions for regulation of internet content and also related government practices. The study tried to ascertain the effect of the practices and regulations on freedom of expression. The four corners of the study are: internet access; internet content regulation; blocking, filtering, and content removals; and licensing and liability related issues, and hotlines to report illegal content (Page 14).

In relation to blocking, the study attempts to create a comparative analysis that contemplates:

1. legal provisions which require closing down and/or blocking access to websites or any other types of Internet content
2. legal provisions which require blocking access to web 2.0 based applications and services such as YouTube, Facebook, or Blogger
3. legal provisions requiring schools, libraries and Internet cafes to use filtering and blocking systems and software

Extraterritorial nature of the internet content is a major problem for regulation because: a. in many cases the content is hosted outside the territorial jurisdiction, and; b. The content may not be illegal in such outside territory given the cultural/political differences (Page 32). Due to this lack of harmonization of laws at an international level and the ineffectiveness of the local laws, governments have started to block content hosted outside the territorial jurisdiction- which is an easier and convenient “solution” (Page 33). Often, the blocking decisions are made by administrative bodies which are not transparent and sometimes without appeal procedure.

The study recognizes the importance Web 2.0 based platforms that contain legal content and the crucial role they play in enabling the public to participate in political discourse. It recognizes that the blocking/banning of access to entire website may have severe implications for political and social expression (Page 39). Further the study points out then-pending litigation referred to the CJEU from Belgium *Scarlet Extended v Société belge des auteurs compositeurs et éditeurs* (Sabam), No 37/11 in relation to ISP level blocking/filtering which may impact fundamental human rights. Similarly, ECtHR was also considering two applications in the same area of contention (regarding the blocking of Google sites and Last.fm) which were expected to have a lasting impact on the European countries (Page 40).

While there are no requirements of using blocking software for certain type of content in most countries, Belarus, Croatia, Lithuania, Poland and Turkey, require filtering software to be used in academic institutions, libraries and Internet cafes. In other states, such as Canada, the Czech Republic, Hungary and Norway, the use of filters is voluntary and not subject to any laws or legal provisions (Page 41).
Amongst other, the study recommends in relation to blocking internet content that:
1. OSCE participating States should refrain from mandatory blocking of content or websites.
2. Voluntary blocking and content removal arrangements should be transparent and open to appeal.
3. Filtering should only be encouraged as an end-user voluntary measure.
4. Termination of Internet access based on “three-strikes” measures to protect copyright is incompatible with the right to information.
5. Reliable information on applicable legislation and blocking statistics needs to be made available: The study specifically pointed out that the States should increase efforts to provide information.
General Comment No. 34 on Article 19 of the International Covenant on Civil and Political Rights, United Nations, Human Rights Committee (2011)

Available at http://www2.ohchr.org/english/bodies/hrc/docs/GC34.pdf [https://perma.cc/UL3Y-XPRW]

This General Comment offers guidelines to States on what the freedoms of opinion and expression mean in a series of current contexts. The Committee places a particular emphasis on explaining that the exceptions to Article 19 could be applied in accordance with the ICCPR.

The Committee says that the obligation to respect freedom of opinion and expression is binding on every part of the State as a whole (Paragraph 7), which means that it applies also to administrative agencies. At the same time, it draws a link between public and private action in light of the States’ obligation to ensure that citizens are protected from any acts, including by private entities that may impair freedom of opinion and expression (Paragraph 7).

The Committee also interprets Article 19 broadly to cover freedom of opinion (a right with no restriction possible - Paragraph 9), freedom of expression (which covers even the expression considered as deeply offensive - Paragraph 11), its application in the media context (explaining that the public has a corresponding right to receive media output - Paragraph 13), the right to access information (Paragraph 18) and Freedom of Expression within the political rights context (Paragraph 20).

The General Comment explains in detail the scope and jurisprudence surrounding the possible restrictions to the freedom of expression and opinion, as established in Article 19(3) of the ICCPR (Paragraphs 21-35). These restrictions may relate either to (a) the rights and reputation of others, or, (b) to the protection of national security or public order. In particular, the Committee explains how these restrictions should concurrently be: (i) provided by a law that is available to the public, with enough precision to let everyone know what is not permitted (Paragraph 24); and (ii) necessary and proportionate for a legitimate purpose (Paragraph 33), which encompasses the obligation of States to individualize and demonstrate how a threat justifies an action. Regarding the subject matter for establishing restrictions, they could either be to (i) ensure the respect of the rights of others (Paragraph 28), or, (ii) to protect national security or public order (Paragraph 29).

The Committee specifically addresses the issue of electronic information dissemination systems, including internet service providers and search engines (Paragraph 43). In that regard, their General Comment mentions that any restriction to its operation could only be permissible as long as they are compatible with Article 19(3). Therefore, they should be only content-specific and, cannot be overarching bans on the operations of certain sites and systems or be ordered on the basis that they’re critical to the government or their interests.
This report summarizes the findings of the Special Rapporteur that came from a series of communications, meetings, seminars, and country visits. The report highlights the fact that Article 19 of the UDHR and the ICCPR were crafted broadly enough to encompass freedom of opinion and expression on the internet and through other technological means. Categories of information that may be restricted include: child pornography, hate speech, defamation, direct and public incitement to commit genocide, and advocacy of national, racial, or religious hatred that constitutes incitement.

Chapter III of the report summarizes the first principles of freedom of expression in general and on the internet. It underlines the applicability of international human rights norms and standards on the right to freedom of opinion and expression to the Internet as a communication medium, and sets out the exceptional circumstances under which the dissemination of certain types of information may be restricted. Chapters IV and V address two dimensions of Internet access respectively: (a) access to content; and (b) access to the physical and technical infrastructure required to access the Internet in the first place. More specifically, chapter IV outlines some of the ways in which States are increasingly censoring information online, namely through: arbitrary blocking or filtering of content; criminalization of legitimate expression; imposition of intermediary liability; disconnecting users from Internet access, including on the basis of intellectual property rights law, cyberattacks, and inadequate protection of the right to privacy and data protection. Chapter VI contains the Special Rapporteur’s conclusions and recommendations concerning the main subjects of the report.” Chapters I, II, and V are not relevant for the purpose of this Report.

**Arbitrary blocking or filtering of content** (Paragraph 9-10)

This highlights the use of “just in time” blocking, which is censorship that prevents users from accessing or disseminating information during important political and social moments. The report mentions that “States’ use of blocking or filtering technologies is frequently in violation of their obligation to guarantee the right to freedom of expression,” including because "blocking is not justified to pursue aims which are listed under article 19, paragraph 3, of the ICCPR, and blocking lists are generally kept secret, which makes it difficult to assess whether access to content is being restricted for a legitimate purpose" and blocks are “often not sufficiently targeted and render a wide range of content inaccessible beyond that which has been deemed illegal” (Paragraph 31).

**Imposition of Intermediary Liability**

The European Union’s E-Commerce Directive enables intermediaries to avoid liability for content if it does not have knowledge of illegal activity and removes it once it becomes aware. The Digital Millennium Copyright Act has similar provisions in the United States (Paragraph 41).
The report expresses concerns about notice-and-takedown regimes for two reasons. First, users whose content has been flagged for removal have little or no recourse. Second, intermediaries could err on the side of removal to avoid penalties, thereby censoring legitimate, legal content (Paragraph 42). The framework of “Protect, Respect, and Remedy” is based on three pillars: (1) States’ duties to uphold human rights, (2) corporate responsibilities to do the same, (3) the need for victims to receive effective remedy (Paragraph 47). The rapporteur also emphasizes that restrictions of content on the Internet must comply with the three-Part Test (paragraph 69).

The Special Rapporteur highlights that any blocking or filtering of content should be accompanied with an explanation to users and to the operators of the websites that are blocked. The Special Rapporteur also calls for states to decriminalize defamation. Intermediaries should only be held responsible for removing content pursuant to legal orders issued by a court or “a competent body” that is independent of commercial and political influence (paragraph 70).
This report has been prepared pursuant to UN Human Rights Council (UNHRC) resolutions 7/36 and 16/4. The report deals with two aspects of the internet, access to content online and access to internet connection, with a focus on the types of expression that can be permissibly restricted by the State to comply with international human rights law. The Rapporteur recognizes the concerns in relation to privacy, specifically who collects personal information, the duration of storing such information and the way such information is used. The report refers to A/HRC/17/27 to highlight the Government’s role in “fully protecting the right to privacy of all individuals” without which the right to freedom and expression cannot be enjoyed” (Paragraph 11).

The international law regime to protect right to freedom and expression is relevant in the age where technological advancement is fast, specifically under Articles 19 of the UDHR (Paragraph 14).

As mentioned in other documents, the Rapporteur reiterates the three “cumulative” criteria for compliance of international law that require any restriction on freedom of expression must (Paragraph 15):

1. be defined with sufficient precision so that an individual can regulate himself and must be publicly accessible,
2. comply with Article 19 paragraph of the ICCPR i.e. respecting the rights of others and protection of national security/ public order/ public health/ morals, and
3. be necessary and proportionate.

The Rapporteur recognizes that are different types of illegal content. Some content is mandatorily prohibited under international law. Other content may be considered harmful, offensive, objectionable or undesirable, but which States are neither required to prohibit or criminalize. Considering this, the rapporteur drafts a clear distinction between three types of expression:

1. expression that constitutes an offence under international law and can be prosecuted criminally;
2. expression that is not criminally punishable but may justify a restriction and a civil suit, and;
3. expression that does not give rise to criminal or civil sanctions, but still raises concerns in terms of tolerance, civility and respect for others. (Paragraph 18)

The types of expression that are required to be prohibited by international law are:

1. Child Pornography: The Rapporteur states that use of technology to block and filter the dissemination of such content should be precise and that there should be an independent and impartial regulating body to oversee and review. (Paragraph 22)
2. Direct and public incitement to commit genocide: The Rapporteur states that such acts should be prohibited by domestic law and the restrictions imposed by blocking or removing such content should be applied after an assessment of such expression (i.e. if the expression
is direct, public and with *mens rea* taking into consideration factors such as the speaker, meaning of the content, intended audience etc.) (Paragraph 25)

3. Advocacy of national, racist or religious hatred that constitutes incitement to discrimination, hostility or violence: As there is no definition of "hate speech" in international law, the Rapporteur emphasizes that context is central in determining whether an expression constitutes incitement (Paragraph 28). Accordingly, any restriction must be formulated in a way that clearly articulates its purpose to protect individuals from hostility, discrimination or violence (rather than protecting belief systems, religious or institutions from criticism) (Paragraph 30).

4. Incitement to terrorism: considering the broad definition of terrorism, the Rapporteur expressed concerns for the margin of discretionary power to interpret what kinds of expression constitute incitement to terrorism. (Paragraph 32)

The Rapporteur notes that one of the most used methods to restrict the prohibited expressions (as listed above) is blocking content and recommends that the State should provide full details about the necessity and justification of blocking content. Such blocking should be carried out by a judicial authority or body (with no political, commercial or other unwarranted influences) and should not amount to censorship. The rapporteur considers that generic bans on websites are not compatible with paragraph 3 of Article 19 and neither is blocking a website solely because the site has content that is critical of the government or of the political/social system the government fosters. (Paragraph 39)
Joint Declaration on Freedom of Expression and the Internet (1 June 2011) (Frank LaRue, Dunja Mijatović, Catalina Botero Marino, Faith Pansy Tlakula)

Available at http://www.osce.org/fom/78309 [https://perma.cc/28GD-DYLD]


This document summarizes the main guiding principles and rules for promoting the freedom of expression agreed by and between the Organizations via the Joint Declaration on Freedom of Expression and the Internet (the “Declaration”).

The Declaration is adopted by taking into consideration that: (a) freedom of expression is of significant importance for preserving democracy; (b) access to Internet is substantially growing, which gives access to information to billions of people and allocates power to the Internet to promote other rights and facilitate access to a variety of goods and services; (c) some governments restrict access to Internet; (d) restrictions to the freedom of expression shall be limited as envisaged by law for specific and limited reasons; (e) governments are not taking into account the specific nature of the Internet, which leads to restrictions of the freedom of expression, and last but not least; (f) there is a significant number of intermediaries (e.g. enabling access to materials posted by others, to financial and/or communication services), which are sometimes kept responsible for illegal content.

The Declaration outlines the general principles related to freedom of expression, and points out a variety of issues including Intermediary liability, criminal and civil liability, filtering and blocking, network neutrality and Internet access. The document uses the principles of the ‘three-part test’, impact assessments, internet literacy and the use of a tailored approach for regulation of the internet.

Intermediary liability: With respect to Intermediary Liability, the Declaration affirms the “Mere Conduit Principle” pursuant to which the intermediaries that provide technical Internet services such as providing access, or searching for, or transmission or caching of information shall not be deemed liable for content generated by others, if the intermediaries do not “intervene in that content” and comply with court orders to remove the content to the extent possible. Further, the intermediaries are not obliged to monitor content posted by others and “should not be subject to extrajudicial content takedown rules, which fail to provide sufficient protection for freedom of expression.”

Mandatory blocking & filtering: Mandatory blocking shall be used only in extraordinary circumstances (e.g. for protection of children against sexual abuse.) Content filtering, which is not
end-user controlled, shall not be used for restricting the freedom of expression, and the end-users shall be properly informed if end-user filtering option is available.

**Criminal & Civil liability**: Jurisdiction for cases related to Internet is determined on the basis of connection of the case with the States. The Declaration introduces: 1) the “Libel Tourism” rule, which envisages that private parties can only bring a case to the jurisdiction where they are able to “establish that they have suffered substantial harm in that jurisdiction”, and 2) the “Single Publication” rule, which envisages “damage suffered in all jurisdictions to be recovered at one time.”

**Network Neutrality**: the intermediaries shall provide access to their traffic or information management practices to all stakeholders. There shall be no discrimination of traffic based on source, destination or type of data transmitted.

**Access to Internet**: The Declaration envisages an obligation for the States to “promote universal access to Internet,” prohibit shutting down or slowing down of the Internet service, allow restriction to Internet for individuals only in exceptional circumstances and by court order. It proposes a positive obligation on States to adopt action plans for promoting Internet access, which shall include regulatory mechanisms, bringing awareness, envisaging special measures for disabled and disadvantaged people etc.
Joint Declaration by the UN Special Rapporteur for Freedom of Opinion and Expression and the IACHR-OAS Special Rapporteur on Freedom of Expression, UN and OAS (20 January 2012) (Catalina Botero and Frank LaRue)


Note: The previous document summarized was amended in 2012 to “call on the United States to be vigorous in protecting freedom of speech on the Internet” by the Special Rapporteur for Freedom of Expression of the IACHR, Catalina Botero Marino and the UN Special Rapporteur, Frank La Rue.

The Special Rapporteurs were particularly concerned about then-pending US legislation, the Stop Online Piracy Act (SOPA) and the PROTECT IP Act. Specifically, the creation of extrajudicial notice-and-termination procedures requiring a website to police user-generated content and targeting entire websites for even small portions of its content, that have potential impact on freedom of speech. At that time, the Special Rapporteurs were encouraged to see that Congress and the Obama Administration backed away from SOPA and reaffirmed they would not support legislation that reduces freedom of expression on the Internet.
This Recommendation predates the Google Spain "Right to be Forgotten" case, and highlights key concerns regarding free expression on search engines. The Recommendation appears contradictory in many respects, so - while it is an important snapshot for what the Council was thinking prior to Google Spain - it should be treated with caution.

The Recommendation acknowledges the significant role search engines play in collating and disseminating content on the internet. It advises states to allow search engines to perform this function. It notes, however, that search engines present risks to human rights by referencing content that is created by others. In particular, copyright and the right to a private life are cited as considerations for States in assessing “suitable regulatory frameworks” for giving protections to these “legitimate concerns” (Paragraph 3). The Recommendation is concerned about information that is “not intended for mass communication” (i.e., personal information).

In response, the Recommendation proposes that States engage with search engine providers to review search ranking and indexing of content which, although in the public space, is not intended for mass communication. According to the Recommendation, this could be done by listing this content lower in its search results, with regard to the intentions or wishes of the person who produced the content ("broad dissemination as compared to content which is merely available in the public space"), including adopting default settings to achieve this (Paragraph 7).

This suggestion is in tension with the later statement that “search engine providers should not be obliged to monitor their networks and services proactively in order to detect possibly illegal content, nor should they conduct any ex ante filtering or blocking, unless mandated by a court order or competent authority” (Paragraph 13). The Recommendation anticipates that there may be legitimate requests (i.e., in relation to personal information) where search engines may be required to remove certain content from their indexes (Paragraph 13). Member States are advised to encourage search engine providers to develop tools to allow users to access, correct and delete data that search engines collected about them (Paragraph 11).

The Recommendation emphasizes that any de-indexing or filtering that is undertaken by search engines should be transparent, narrowly tailored and reviewed regularly with respect to compliance with due process requirements (Paragraph 14). The Recommendation anticipates blocking and filtering, but advises that this take place in a way that is transparent to users. Blocking of all search results should not be encouraged (Paragraph 16).

States are encouraged to work with search engines to develop self-regulatory codes, which protect individuals’ fundamental rights, including due process, freedom of expression and privacy (Paragraph 18).
Although some limitations on complete transparency of search engines practices (i.e., explaining their algorithms so users can understand why certain results are returned or not) are acknowledged, the Recommendation support the cooperation between States, private sector and civil society to: encourage providers to enhance transparency in their results, especially if the results are not complete for any reason.

Considering the proliferation of audiovisual data, mobile Internet access, and face-recognition technologies, the Recommendation raises concerns about the impact of search engines on private life and data protection. The concern addresses the combination of information about an individual, creating an image "of a person that does not necessarily correspond to reality or to the image that a person would want to give of her- or himself" and imposing "a much higher risk for that person than if all the data related to her on the Internet remained separate.” The recommendation mentions that "even long-forgotten personal data can resurface as a result of the operation of search engines" and that search engines should "promptly respond to users’ requests to delete their personal data from (extracts of) copies of web pages that search engine providers may still store (in their “cache” or as “snippets”) after the original content has been deleted.” (paragraph 8).
In this document, the Council of Europe Committee of Ministers highlights the public service value of social media and social networking sites, as well as their potential to pose a threat to human rights. According to the Committee, social networking sites inadequately protect children and young people from harmful content and lack privacy-friendly default settings. These social networking sites may provide a shelter to discriminatory practices by their weak/non-existent legal and procedural safeguards surrounding processes that lead to exclusion of users and due to the lack of transparency about personal data processing. Consequently, the Committee recommends that Council of Europe member states implement strategies for protecting human rights on social networking sites in accordance with the Convention for the Protection of Human Rights and Fundamental Freedom and the Convention for the Protection of Individuals with regard to Automatic Processing of Personal Data. In furtherance of this goal, the Committee outlines some general actions that member states can take, and also encourages public authorities and private sector actors to follow such action. These measures include raising user awareness of online human rights issues, promoting an environment that fosters free expression, increasing transparency about data collection and processing, and implementing self- and co-regulatory mechanisms to achieve these objectives.

The Committee lists some specific actions that states should take with respect to user rights, such as informing users about the default settings of their profiles and their rights to limit third party access to their contacts and information. Users should also be able to “opt in” to greater third-party access, to control how their personal information is published, to move and delete their data as well as withdraw consent to their personal data being processed, and to control their online identity (including through the use of pseudonymous profiles).

The Committee also recommends actions states should take with respect to protecting children from harmful content and behavior, such as responding to cyberbullying complaints, creating mechanisms for reporting inappropriate content, and cooperating with law enforcement authorities. It does not impose any specific legal obligations or liability on social networking sites for hosting harmful content, and notes that states should “refrai[n] from the general blocking and filtering of offensive or harmful content in a way that would hamper its access by users.” (Paragraph 11)

Finally, the Committee provides a list of actions states should take to protect user privacy and promote awareness of social networking sites’ data collection and processing methods.
Global Survey on Internet Privacy and Freedom of Expression, UNESCO (2012)


This document touches upon the relationship between the internet privacy and freedom of expression, and discusses various privacy issues arising from the use of the new technologies. It also provides information about the regulatory environment of Internet Privacy by comparing it with the freedom of expression. The Survey also discusses the national protection for privacy in China, Argentina, Mexico, USA, India, Egypt, France, Nigeria, and South Africa and outlines several useful resources that may be used to obtain more information about this topic (including for countries, such as: Africa, Europe and North America, Latin America, Asia). It also provides self-regulatory guidelines, normative challenges, policy recommendations and case studies. Among other key issues, it discusses the roles and the responsibilities of the service providers and intermediaries (e.g. Section 2.1.3 of the Survey).

The Survey acknowledges that internet-based communications rely more on the intermediaries for processing data, which leads to various concerns about the protection of privacy rights. It predominantly refers to the social networking sites, cloud computing capacities and search engines. It provides various examples for abuse of privacy by the intermediaries. For example: a) Internet Service Providers (ISPs) are coerced into “voluntary policing” the actions of their users; b) large transnational intermediaries negotiate with nation-states on seemingly equal terms due to their size and flexibility about their physical location, which leads to “pick and choose jurisdictions.”

The Survey also acknowledges the privacy risks from the increased use of intermediaries and their control of personal data (Page 20). For example: a) cloud computing - poses a high risk to privacy due to unclear or vague terms of service of the cloud computing service. Further, data stored on clouds is accessible by multiple parties (including governments); b) Search engines – privacy issues surrounding search engines include cross reference of information between different service providers to build more exhaustive user profiles; c) Social networks – are most problematic because they tend to lock-in their users and often become irreplaceable. Social networking sites often unilaterally change their privacy policies, claiming that they informed their users and obtained consent. However, it is arguable that this stand is based on an incorrect assumption of the user’s ability to understand and adequately consent to such policies. There are several other issues discussed by the survey including the potential mining of publicly available personal data on social networking sites etc. (Page 33).

The Survey outlines:

- The global standards for protection of privacy and personal data (e.g. Art.12 of the UDHR, Article 17 of the ICCPR, Article 8 of the ECHR),
- Several cases (e.g. Cases of Von Hannover v. Germany, cases before the ECtHR: Leander, Gaskin, Guerra, McGinley and Egan etc.)
- Regional standards on data protection, such as: the Organization for Economic Co-operation and Development (OECD), Asia-Pacific Economic Cooperation (APEC), Economic Community for West African States (ECOWAS), Organization of American
States (OAS), Council of Europe, EU Directive 95/46/EC.
Further, the Survey discusses the tensions between freedom of expression and privacy, the causes for such tensions (e.g. differences between privacy & data protection, different approach in Europe and USA).
The Survey provides various recommendations:
• **Constitutional Protection** - Strong constitutional protection for both privacy and freedom of expression. The Constitution must place clear limits on the scope of any restrictions to privacy.
• **Civil Law Protection** – a private remedy is envisaged against invasion of privacy that must cover information regarding which the user has reasonable expectation of privacy.
• **Criminal Law Protection** – sector-based criminal rules on privacy should be implemented to protect highly sensitive information (e.g. banking, telecommunication), as the right to freedom of expression shall be taken into consideration.
• **Data Protection Systems** – data protection regimes should be put in place, as exceptions shall be envisaged for the purposes of freedom of expression.
• **Corporate practices** – Corporations should develop strong privacy policies to protect their users. Self-regulatory measures are not recommended due to the business interests lining up against privacy. However, good business practices are considered essential for protection of privacy online (e.g. obtain efficient consent, clear privacy policies, control over privacy shall be given to the users).
• **Raise awareness** – States, corporations, civil society groups and media should raise awareness about privacy.
This report identifies guiding principles for freedom of expression on the Internet and covers a number of issues including net neutrality, Internet access, cybersecurity, privacy, and Internet governance. It quotes and lists citations to other relevant human rights material. It identifies freedom of expression as a right with particularly strong protection in the Inter-American system (Paragraph 1) and reviews some relevant laws of some Inter-American states.

As a general matter, it says, Internet-specific remedies (Paragraph 12), must take into account “the impact the measure would have on the operation of the Internet as a decentralized and open network” (Paragraph 63) and the possibility of Internet-specific remedies such as rapid correction or response rights. (Paragraphs 64-71) Denial of Internet access radically violates freedom of expression (Paragraph 49). The report considers that the blocking of entire sites and services is “prohibited and exceptionally admissible” only strictly pursuant to human rights constraints, and affirms that blocks and filters should be should be “subjected to a strict balance of proportionality and be carefully designed and clearly limited so as to not affect legitimate speech that deserves protection” (Paragraphs 84-90).

The report deals extensively with Intermediary Liability. It states that intermediaries cannot be strictly liable for third party content, (Paragraph 95) and that intermediaries “must not be required to supervise user-generated content in order to detect and filter unlawful expression.” (Paragraph 96) Strict liability or monitoring requirements would discourage existence of open platforms (Paragraph 97) and incentivize private censorship. (Paragraphs 98-99)

The report cites the “conduit principle” that intermediaries must not be liable for user content, “as long as they do not specifically intervene in that content or refuse to obey a court order to remove” it, (Paragraph 94) and at one point says liability should be imposed “only” on content authors. (Paragraph 102) It notes that, except in “extraordinarily exceptional” cases, requiring intermediaries to remove content based on notice from a private party creates incentives for private censorship. (Paragraphs 104-105) Removal processes should be subject to judicial safeguards: orders for removal should state precise location of content and provide transparency and access to remedies for the affected speakers. (Paragraphs 105-107) Mandatory blocking and filtering is permissible “in exceptional cases for clearly illegal content or speech that is not covered by the right to freedom of expression,” (Paragraphs 85, 90) subject to stringent substantive and procedural tests (Paragraphs 86-88).

Notice and takedown systems “need to have certain requirements to be legitimate from the point of view of protection of freedom of expression.” (Paragraph 97) The report also reviews other models such as notice-and-notice, (Paragraph 109) and notes that OSPs should always have opportunity to review and reject legal notices. (Paragraph 110) It also suggests that national law should enable transparency reporting. (Paragraph 113)
Addressing voluntary removals carried out under OSPs’ discretionary policies, the report states that such measures must not arbitrarily limit free expression, and must be transparent and consistent with human rights principles. (Paragraphs 28, 110-112) and provide dispute resolution procedures (Paragraph 116).

The report provides more detailed focus on a few specific topics, including copyright (Paragraphs 75-83), jurisdiction (Paragraphs 66-88), and data localization (Paragraphs 173-74).
This report identifies freedom to express online as a right. It recognizes four principles as preconditions to internet ‘universality’: (1) human rights; (2) openness; (3) accessibility; and (4) multi-stakeholder participation (R-O-A-M) (Pages 9, 179). A part of the duty towards human rights includes the facilitation of the freedom of expression (Pages 15-18). The report identifies different types of intermediaries, using three major types as case studies – network providers, search engines and social networks (Page 22) to depict the impact of geopolitics, government regulation and company policies on user expression (Pages 58, 129). Using these case studies, it highlights difficulties faced by intermediaries in furthering free expression in jurisdictions where the governments are not inclined to implement policies towards internet universality, (Page 179)

For each case study, the report analyzes the company policies and practices of a few companies in different jurisdictions with respect to imposition of restrictions on free expression online. It elaborates upon: (a) the type of restrictions that the company may have to implement in the facilitation of free expression, including self-regulation by the company (Pages 62, 71,104, 107, 134, 136, 146), (b) the government attitude towards restriction of expression (Pages 66, 110, 138), (c) attitude of the company and the government towards data privacy (Pages 80, 119, 152), and (d) transparency policy and practice of the company and the government (Pages 70, 86, 123, 160).

The report recognizes that intermediaries play an important role in both the facilitation of free speech and the restriction of free speech. Restrictions can be implemented either by the intermediary or by the government, and can be broadly categorized as restrictions at the network-level, at the platform level and related to privacy (Pages 23, 24). The network level restrictions concern internet service providers, web-hosting providers and domain registrars. Search engines and social networks are able to implement platform level restrictions by removing content, limiting access to it or deactivating user accounts. Unlike the above restrictions, privacy related restrictions may be self-imposed by users that choose to limit expression online from the fear of data collection and monitoring, data interception and data exposure arising from varying levels of controls by platforms. (Page 24)

The report deals extensively with the regulatory framework of each analyzed country. It also highlights the public commitment by intermediaries to human rights principles, such as the Global Network Initiative (Page 26), Telecommunications Industry Dialogue on Freedom of Expression (Pages 59, 96) and Privacy and transparency reports (Page 10, 27).

The report stresses the need for an improved legal framework globally that would allow companies to frame their policies and practices better than the current framework (Page 168). For example, the report suggests that the commitment by companies in various countries is proportional to the commitment and threshold of liability implemented by the respective government (Pages 95, 138, 166). Further, the report advocates increased quantitative and qualitative transparency (Page 187). It states the need for implementation of guidelines (Page 167) such as the GNI recommendations for transparency (Page 129, 187) and the International Principles on the Application of Human
Rights to Communication Surveillance (Page 188). The report proposes that the industry dialogue would benefit in credibility by adding a process to verify compliance by committing companies/governments (Pages 129, 193). The report stresses the need for human rights impact assessments by governments and companies (Page 189). With respect to self-regulatory mechanisms, intermediaries can assist by:

1. Increased circulation of information
2. Establishing remedies to users such as public reports and explanations regarding actions that may violate human rights
3. Establishing their own grievance redressal channels. (Pages 92, 164, 189, 190)

The report also analyses gender biases on the internet and its impact on freedom of expression. (Pages 169-178)
Recommendation CM/Rec(2014)6 of the Committee of Ministers to Member States on a “Guide to Human Rights for Internet Users”, Council of Europe

Available at
https://rm.coe.int/CoERMPublicCommonSearchServices/DisplayDCTMContent?documentId=0900016804d5b31[https://perma.cc/C5UP-K9HF]

This Recommendation focuses on how European countries should perform their obligations to protect citizens’ human rights and fundamental freedoms on the Internet, in the context of the European Convention. Its central portion is a “Guide to Human Rights for Internet Users,” a public awareness document to educate European citizens about their rights online.

The Council states that everyone whose rights and freedoms are restricted or violated on the Internet has the right to an effective remedy (Paragraph 99). They explain in detail that the remedies should be available, known, accessible, affordable and capable of providing appropriate redress (Paragraph 103) and that Internet users should be offered clear and transparent information regarding the means of redress available to them (Paragraph 105).

The Council notes that under the European human rights framework, the right to freedom of expression by Internet users and the right to reputation deserve equal respect and must be balanced. The Council also offers a list of criteria to strike this balance (Paragraph 41).

Regarding private companies acting as intermediaries, the Council says that it is possible for them to remove content created and made available by their users or even deactivate their accounts based on their Terms and Conditions. These actions would have to comply with the conditions of Article 10, paragraph 2, of the ECHR or they could be considered as an interference with the right to freedom of expression. (Paragraph 53)
Keystones to Foster Inclusive Knowledge Societies, UNESCO (2015)


This study collates conclusions from a research conducted with members of society, including governmental and non-governmental institutions. UNESCO highlights the necessity of Knowledge Societies, which are built on a free, open and trusted Internet that enables people to not only have the ability to access information resources, but to also contribute information and knowledge to local and global communities (Page 14). UNESCO identifies 4 fields which are keystones to building these societies, which are also within UNESCO’s competencies: (a) access to information and knowledge, (b) freedom of expression, (c) privacy, and (d) ethical norms and behavior online.

A table with components of each keystone is available on (Page 16). The UNESCO ROAM framework (described above in the summary of the Fostering Freedom Online the Role of Internet Intermediaries UNESCO Report (2014)) for Internet Universality, is emphasised. Definition of these principles is on (Page 17-18). The principles are a theoretical framework for the study, while the keystones represent the specific objects of inquiry to which the framework applies (related table at Page 18).

The report emphasizes that Article 19 of the UDHR applies to all platforms and all media. This provision is an enabler to the right of education and development. Many respondents and conference participants identified filters and blocks on content, whether imposed by governments or intermediaries such as ISPs or platform owners as inimical to freedom of access to information. Censorship of content, if it exists, should only be imposed as required to protect vulnerable populations (such as children) from content assessed as harmful to them. "Censorship, such as filtering or blocking of legitimate political speech, must be avoided" (Page 31).

Any limitation of freedom of expression online should be the exception rather than the norm. The international standard requires that any restrictions need to be enacted by law, should only be imposed for legitimate grounds as set out in the UDHR and ICCPR, and must also conform to tests of legality, necessity and proportionality (Page 38).

The report also discusses blocks, filtering and content regulation. The research showed that participants admit that there is a legitimate reason in some contexts to block certain content, such as material that incites violence. But this raises the question of how to draw the line in specific cases about what proportion, and with what transparency and redress mechanism. Numerous respondents to the consultation identified content restriction by governments as a major threat to freedom of expression (censorship of legitimate speech).

Another issue raised was the danger of holding intermediaries liable as if they were publishers. This may lead to intermediaries taking an overly aggressive proactive role in filtering content in response to formal or informal takedown requests (Page 42). The report discusses ‘User Targeting and Profiling’, i.e. users see different (customized) versions of the Internet depending on how algorithms use their previous searches and social media preferences. Such profiling may, happen at the government level, by private companies or even at an infrastructural level. Anonymity was
seen as an important tool to free expression (Page 43).

Respect for privacy (Pages 30-31, 59-62), Ethics (Page 10), and Data Protection and Surveillance (Pages 44-48) have also been discussed in this study. To promote privacy rights the report proposes, among others suggestions, the consideration of a Right to Be Forgotten (Page 62) as a practice of international relevance.


This report, the first in a series concerning human rights in the digital age, focuses on the private sector. It lists key private actors in the Internet speech ecosystem, and identifies the UNHRC’s Guiding Principles on Business and Human Rights as a framework for identifying their responsibilities.

In relation to Intermediary Liability, the report emphasizes the following trends:

- Vague speech regulation laws leading to over-censorship by individuals and businesses (Paragraph 39).
- Excessive intermediary liability laws leading to over-removal by intermediaries, sometimes because they are required to apply law to unclear claims. The Rapporteur linked this concern to the Right to Be Forgotten and the Google Spain case, stating that "the scope and implementation of this approach raises questions about the appropriate balance between the rights to privacy and protection of personal data on one hand, and the right to seek, receive and impart information containing such data on the other" (Paragraphs 40-44).
- Governments flagging content for removal based on companies’ voluntary community guidelines, instead of based on court-adjudicated illegality (Paragraphs 45, 53). The Report’s Conclusions state that governments must not disproportionately interfere with free expression by pressuring private companies to remove content without legal basis (Paragraph 85).
- The implementation of over-broad blocking and filtering. The rapporteur expressed concern about necessity and proportionality, and noted that filtering mandated in one jurisdiction may affect content not restricted in other jurisdictions (Paragraphs 46-47).
- Network or service shutdowns. The report noted that these have been observed in in many countries and are considered a "particularly pernicious means of enforcing content regulations" (Paragraph 48).
- Lack of appeal process for users whose content is removed under platforms’ discretionary “TOS” standards (Paragraph 52).

The Report urges increased transparency about content removals, from both state and private actors. (Paragraphs 63-66, 88-90). It also urges improved remedial or grievance mechanisms for Internet users affected by removal of their online expression. (Paragraphs 67-71).
Resolution on the Promotion, Protection and Enjoyment of Human Rights on the Internet, UN Human Rights Council (June 2016)


The Resolution highlights the importance of protecting human rights, including freedom of speech, right to privacy and, equal opportunity to across genders and borders in enabling development and innovation on the Internet. The Resolution also highlights the need for promoting access to new technologies to persons with disabilities (Paragraph 7). Finally, the Resolution highlights the need for sovereign and global cooperation to enhance security on the Internet and promote trust amongst Internet users.

The Resolution calls for online rights equal to the rights that people have offline in accordance with the UDHR and the ICCPR (Paragraph 1). It affirms the importance of global cooperation in bridging various digital divides and the role of digital literacy in promoting right to education (Paragraphs 2, 3, 4, 5, 6). Condemning the violations of human rights committed on users for exercising their free expression on the internet, the resolution calls upon States to formulate transparent policies (including all stakeholders) and strengthen security measures on the Internet (Paragraphs 8, 9, 12).

Finally, the Resolution requests the High Commissioner to consult States, international organizations, communities, and industries to prepare a report on ways to bridge the gender digital divide. The High Commissioner is requested to submit the report at the thirty-fifth session. (Paragraph 13)
This report analyzes how the internet challenges the fundamental rights of privacy and free expression. In particular, it emphasizes tensions that arise from the interdependence and mutual support of privacy and free expression online (Pages 11, 77). The tensions between these rights on the internet are described in detail, and particularly the cross-border issues raised by the internet (Page 22).

When addressing the Right to be Forgotten, the report affirms that "for many, it is still debatable in the long run if this decision to remove what the court deemed as irrelevant and outdated information strikes the right balance between the two fundamental interests" (Page 28). An extensive analysis of the Right to be Forgotten indicates that many questions around the Google Spain case are still open, such as i) "who should balance the rights" of freedom of expression and data protection, i.e. whether it is proper to place the onus on an intermediary to decide whether to de-list data especially when the Google Spain decision does not provide clear guidance on this question, ii) what is the impact on smaller intermediaries and other online service providers (Pages 101-105). The report indicates that individuals’ rights of access to information and freedom of information must be reconsidered in this digital age, "as when private institutions are gradually taking more public responsibilities and thus hold increasingly more personal information that is critical to individuals, the scope of this right is overly limited if it does not cover the information or data in possession of the private sector, public sector, and government bodies" (Page 28).

The report is based on the premise that human rights are equally applicable both online and offline (Pages 29-30). It describes, however, that there are key differences in how these rights are understood and upheld online by individual users, States and intermediaries. In particular, key risks to human rights include the erosion of user privacy (Page 13), increased opportunity for State surveillance through intermediaries (Page 17-18), and the lack of transparency by both State and non-State actors (Page 24).

The report emphasizes that the internet can be a tool that both facilitates and restricts free expression (Page 51). Internet intermediaries play a dual role in this: they enhance free expression, but this may also facilitate their own - or governments’ - monitoring of individuals’ online activities (Page 52). In light of the “critical status” of internet intermediaries in the operation of the internet, the report raises, as an example, a future need for tailored rules - that respect international human rights law - for governing the conduct of intermediaries. The report recognizes that arbitrary blocking poses a threat to freedom of expression, and also notes that such arbitrary blocking, filtering and censorship may be beyond necessity and proportionality where these activities are carried out in the name of national security. The report recommends sufficient legal safeguards to deal with the risks and challenges of this “merger” of data use for law enforcement, national security and intelligence service purposes (Page 115).
In its recommendations, the Report cites transparency as a key way of addressing the power of intermediaries in respect of free expression (especially for the so-called “internet giants” who, the report notes, are accountable to their shareholders rather than the public at large (Page 31). The report recommends that private sector and internet intermediaries consider introducing greater transparency measures wherever possible and appropriate, including that “terms of service and implementation of content moderation policies should be [...] transparent and narrowly-defined, and opportunities for redress should be offered” (Page 125).

The report recommends that internet intermediaries should be shielded from liability for third party content (118). The report further recommends (Page 122):

1. States should establish clear laws, following international standards, that keep restrictions on online free expression to a minimum.
2. States should enact sufficiently specific laws to define - proportionately - both the intermediaries’ legal rights and their limited liability/responsibilities regarding privacy protection and free expression.
3. More breathing space be given to intermediaries to enable the thriving of free speech in general.
4. States should avoid Internet fragmentation, by refraining from controlling and separating national Internet spaces from the rest of the Internet (Page 123).
5. Intermediary self-regulation is recommended, within the framework of international human rights, where national legislation is not appropriate (Page 124).
Standards for a Free, Open and Inclusive Internet, OAS Office of the Special Rapporteur for Freedom of Expression (2017) (Edison Lanza)

Available at
[https://perma.cc/8KVK-VUDW]

This Report was published as a chapter of the 2016 Annual Report of the Office of the Special Rapporteur for Freedom of Expression, and approved on March 15, 2017 by the IACHR. It represents the second and most recent thematic report that the OSRFE has issued devoted to the particular challenges presented by the Internet to freedom of expression since its Freedom of Expression and the Internet Report from 2013. This Report reprises and expands on the same underlying principles as the earlier document using new sources of interpretation and referring to contemporary debates like Network Neutrality, Internet Governance, and the RTBF.

The Report is divided into four sections. The first section defines the four Guiding Principles that should inform a State’s work, its policy-making activities, and the actions of private parties drawing from the recommendations of international bodies and certain national experiences. The first is the principle of a Free and Open Internet, understood both in terms of technical openness (interoperability) and also in economic terms (Network Neutrality) (Paragraphs 19 to 31). Next, the OSRFE highlights the principle of Access to the Internet as an enabling condition to the effective exercise of human rights and calls on states to take actions to progressively promote universal access, in terms of connection and digital literacy (Paragraphs 32 to 49). Among other concerns, the Report highlights the State’s duty to guarantee the quality and integrity of Internet service, protecting it in all cases from arbitrary blocking, interference, interruptions, or slowdowns. Similarly, the Report then enshrines the principle of Multi-stakeholder Governance through the model of multilateral, transparent and democratic participation proposed by United Nations as a safeguard for human rights in Internet policy (Paragraphs 50 to 56). The fourth principle identified by the OSRFE is Equality and Nondiscrimination, defined as the State’s obligation to address the specific Internet access needs that some particularly vulnerable groups, like racial or gender minorities, may have (Paragraphs 57 to 67).

The next section discusses the Right to Freedom of Thought and Expression on the Internet, as seen under the Inter-American system. The Report summarizes the current legal framework for freedom of speech as interpreted by the IACHR and the IACtHR, including the three-part test, the need to assign those decisions to an independent and impartial judge or court authority, the use of criminal law against speech and the role of privacy laws in relation to public interest information. Particularly, this section highlights the relevance of the Internet as a facilitator to the exercise of freedom of expression in all of its dimensions. About the site and service blocking debate, it states that any restriction on websites, blogs, applications or any other Internet-based electronic or other such information dissemination system or search engines, are permissible only to the extent that they are compatible with the conditions provided for the curtailment of freedom of expression. Although the OSRFE recognizes that certain blockings might be exceptionally admissible strictly pursuant to the terms of Article 13 of the ACHR, they should always include safeguards to prevent abuse, “such as transparency with regard to the content whose removal has been ordered, as well as detailed information regarding the measures’ necessity and justification.” On filtering, the
Report says that systems run by governments or commercial service providers not controlled by the end-user constitute a form of prior censorship and do not represent a justifiable restriction on freedom of expression.

This Report analyzes these principles in five areas. About the Role of Private Sector, the OSRFE calls upon private intermediaries on the Internet to put in place effective systems of monitoring, impact assessments, and accessible, effective complaints systems in order to identify actual or potential human rights harms caused by their services or activities (Paragraphs 85 to 101). Regarding Intermediary Liability, the Report says that a model of strict liability is incompatible with the ACHR because it is disproportionate and unnecessary in a democratic society. The Report leans towards a conditional liability model as long as it is respectful of the right to due process and other applicable guarantees (Paragraphs 102 to 120). On the issue of Hate Speech on the Internet, the Report takes the stance that blocking or filtering content to combat it should be a measure of last resort, used only when necessary and proportionate to the compelling aim pursued (Paragraphs 121 to 125). For the OSRFE, the De-indexation and the “Right to Be Forgotten” as a right recognized in the Costeja case is not based on international human rights law (Paragraphs 126 to 142). Moreover, the Report establishes clearly that “the application to the Americas of a private system for the removal and de-indexing of online content with such vague and ambiguous limits is particularly problematic in light of the wide regulatory margin of the protection of freedom of expression provided by Article 13 of the ACHR.” Also, on the Intellectual Property and Access to Knowledge subsection, the OSRFE addressed the need to strike a balance between protecting copyright and protecting the rights to education, culture, and freedom of expression (Paragraphs 143 to 162). Particularly, the Report condemns several threats to freedom of speech derived from disproportionate enforcement regimes like disconnecting users, content filtering, criminal liability for non-commercial violations or blocking entire websites.

The third section covers the Right to Access to Information, as understood by the Inter-American system, and its exercise on the Internet (Paragraphs 163 to 182). The OSRFE puts an emphasis on the opportunities that the Internet opens for developing policies on proactive transparency and dissemination of information and ideas of all kinds, as well as the need to respect judicial remedies like habeas data.

Finally, the fourth section analyzes the Internet and the Protection of Privacy and Personal Data according to the international Human Rights standards (Paragraphs 183 to 265). For the OSRFE, the duty of ensuring freedom of speech is closely related to the protection of privacy as it is necessary for an individual to be able to freely form an opinion. Applying international law to current challenges, this Report discusses the protection of personal data; surveillance, monitoring, and collection; encryption and anonymity; “big data”; and the Internet of Things.