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ABSTRACT

Trust—the willingness to accept vulnerability to the actions of others—is the essential ingredient for friendship, commerce, transportation, and virtually every other activity that involves other people. It allows us to build things, and it allows us to grow. Trust is everywhere, but particularly at the core of the information relationships that have come to characterize our modern, digital lives. Relationships between people and their ISPs, social networks, and hired professionals are typically understood in terms of privacy. But the way we have talked about privacy has a pessimism problem—privacy is conceptualized in negative terms, which leads us to mistakenly look for “creepy” new practices, focus excessively on harms from invasions of privacy, and place too much weight on the ability of individuals to opt out of harmful or offensive data practices.

But there is another way to think about privacy and shape our laws. Instead of trying to protect us against bad things, privacy rules can be used to create good things, like trust. In this paper, we argue that privacy can and should be thought of as enabling trust in our essential information relationships. This vision of privacy creates value for all parties to an information transaction and enables the kind of sustainable information relationships on which our digital economy must depend.

Privacy laws and practices centered on trust would enrich our understanding of the existing FIP principles of confidentiality, transparency, and data protection, moving them from procedural means of compliance for data extraction towards substantive principles.
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to build trusted, sustainable information relationships. Thinking about privacy in terms of trust also reveals a principle that should become a new bedrock tenet of privacy law: Loyalty. Rejuvenating privacy law by getting past Privacy Pessimism is essential if we are to build the kind of digital society that is sustainable and ultimately beneficial to all—users, governments, and companies. There is a better way forward for privacy. Trust us.
I. INTRODUCTION

Trust is beautiful. The willingness to accept vulnerability to the actions of others is the essential ingredient for friendships, commerce, transportation, and virtually every other activity that involves other people. It allows us to build things, and it allows us to grow.

Trust is everywhere, even if it is not obvious. We trust that architects and builders have created bridges that will support us when we cross them. We trust that merchants will accept the small, green pieces of paper (or digital code) we’ve earned in exchange for goods and services. We trust that airplanes will arrive safely and to the correct airport. We trust that professionals in our service will act in our best interest, and we trust that our friends will support us and look out for us. Without trust, our modern systems of government, commerce, and society itself would crumble.

Trust is also the essential ingredient for our digital lives. So much of modern networked life is mediated by information relationships, in which professionals, private institutions, or the government hold information about us as part of providing a service. Such relationships are everywhere we look. We see them when we share sensitive personal information with Internet service providers (ISPs), doctors, banks, search engines, credit card companies, and countless other information recipients and intermediaries. We also see them as we get information via large and small computers to access apps, social media, and the Internet at large.

Even relationships that used to have no significant informational component—grocery stores, airlines, political party affiliations, and the like—are now part of the data game. Merchants use data to predict what shoppers will do. Companies give away products and services “for free” just to get the information that
comes with it. Data brokers amass vast troves of data to enable their clients to profile, segment, and influence people as consumers or as voters. The stampede for big data and the development of the “Internet of Things” are only accelerating these developments. If we want a sustainable digital society, we need strong, trusted information relationships.

When we talk about personal information changing hands, policymakers, lawyers, and citizens throughout the world use the word “privacy.” In this context, privacy means the rules governing the collection, use, and disclosure of information. Ostensibly, privacy rules should encourage and fortify information relationships. They should build trust in these relationships. But they don’t. Rather than encouraging trust, modern American privacy law encourages companies to profit in short-sighted ways by extracting as much value as possible from personal data in the short term. As long as companies don’t cause a narrow set of legally recognized, largely financial harms, they are essentially free to set up the terms of information relationships any way they wish. Companies have this power because of a second hallmark of modern American privacy law, its reliance on a control-based regime of “notice and choice.” Under this arrangement, terms are hidden in the fine print of legal notices virtually no one reads, and there is as little meaningful choice as in old-fashioned consumer adhesion contracts. Consumers are left exposed and bewildered, lamenting what they see as the “death of privacy.”

Privacy—the legal regime governing the use of personal information—is not dead, nor is it going away. In a society in which the exploitation of personal data is an enormous source of value, national and international rules governing that data are inevitable. But how we talk about privacy matters, as it structures the terms of a debate in which little is inevitable and so much is up for grabs.

Critically, the way we talk about privacy as lawyers is increasingly inadequate because it is too often framed in negative terms. Privacy is seen a tax on profits, a drain on innovation, a dangerous and naive assumption, and a burden on the individual to fend for herself in the digital thicket. Hot information age topics like “permissionless innovation,” “creepiness,” “privacy harm,” and “the privacy paradox” highlight what is to be lost rather than gained in the privacy debate. In short, privacy has a pessimism problem.

Such negative ways of thinking about privacy are incomplete and often inaccurate. What’s missing is a positive understanding of privacy in terms of the good it can potentially do. And what’s missing is the essential relationship between privacy and trust. Privacy Pessimists often ignore trust, even though trust is essential. Yet thinking about information relationships and privacy rules in terms of trust reveals how privacy protections can be a positive force, generating deeper and more sustainable information relationships and corporate profits.

We need information relationships to function in our modern networked society. But as users we’re bewildered. Our information is collected, used, and ana-

lyzed in ways we cannot understand and can rarely control. Given this fact, it should be no surprise that people feel confused and disempowered when it comes to their data. Instead of feeling confident that we’ll be protected when we share information with others, we increasingly feel helpless and resigned to our fate, whatever that might be.

This is a problem not just for consumers but also for the companies and governments on the other side of these relationships. Without trust, people share less information, bad information, or no information at all. They become anxious, bewildered, and suspicious. They lie or self-censor otherwise beneficial information. If people don’t trust a company, they are more likely to switch to a competitor or resist or fail to become fully invested in the commercial relationship. Our piecemeal laws of personal data create incentives for a quick buck through a kind of data strip mining. We have a legal regime that encourages a short-term and short-sighted “monetization” of data that leaves consumers confused and frustrated. This is an inefficient and unsustainable state of affairs, yet both our laws and the ways we talk about privacy enable it.

Our basic claim in this paper is quite simple: modern privacy law is incomplete because from its inception it has failed to account for the importance of trust. This gap has biased privacy law and norms toward a pessimistic proceduralism in which harm avoidance is the only substantive value. Trust in information relationships is necessary for the digital economy not just to function, but to flourish. Acting together, privacy and trust can do more than avoid harm, but can create value. We can do better, and should use privacy law promote trust across the board.

Our argument proceeds in three steps. First, we highlight the problem of Privacy Pessimism. We survey the world of privacy law and describe how and why it has led us to be pessimistic. Framing the privacy debate over what is being lost has frustrated the true potential of information rules to benefit everyone. This frame, which affects both our policies and the ways we talk about them, results in casting privacy in opposition to other interests like innovation and security. It leads us to obsess over locating “privacy harms” and scratch our heads over mysteries like “creepiness,” “the privacy paradox” and “notice and choice.” This pessimism is then enshrined in law, which perpetuates the fatalistic cycle.

Second, we propose an alternate vision for privacy by conceptualizing it in terms of trust. Privacy rules—regulation of information in relationships—have enormous potential to build the trust necessary for our digital society to flourish. Our theory of privacy and trust seeks to encourage the creation of long-term, sustainable information relationships to unlock the full potential of data and modern technology. Thinking about privacy in terms of its potential to build trust focuses on creating strong social bonds and sustainable, profitable relationships. It serves the interests of commerce, social relationships, and promotion of free expression and political engagement. It also shows thinking of privacy exclusively in negative terms is just plain wrong.

Finally, we suggest how our law and social practices can better promote trust in government and corporate information relationships. We propose two paths
forward. First, the Fair Information Practices (FIPs) and their progeny should be rejuvenated by incorporating trust as a guiding principle. Doing so will add nuance, rigor, and direction to many of the exiting obligations under the many legal regimes that incorporate the FIPs. Confidentiality becomes more useful and contextual as a duty of Discretion. Transparency becomes more effective and inclusive if re-conceptualized as an obligation of Honesty. And, security becomes more complete when framed as a duty of Protection.

We also introduce the new concept of Loyalty as a foundational value for privacy law. Borrowing from the law of fiduciaries, we argue that there should be limits on the amount of self-dealing one can engage in after being entrusted with personal information. Consent via the fine print of a legal agreement no one reads is disloyal and illegitimate. One of the biggest fears in the modern information economy is that personal information obtained from users will be used against their interests. The obligation of Loyalty aims to prevent that from happening, and should be enshrined in statutes as well as the common law torts and consumer protection law.

There is a better way forward for privacy. Trust us.

II. PRIVACY’S PESSIMISM PROBLEM

Modern privacy law has painted us into a corner. We have designed elaborate, nuanced, and even powerful frameworks to respond to the wrongful collection, use, and dissemination of personal information. For a while, it worked reasonably well. But new problems have come to thwart the best intentions of privacy law.

Modern privacy law is the offspring of two separate bodies of law. The privacy torts were developed in response to new surveillance technologies and a perceived media aggressiveness, while the Fair Information Practices or “FIPs” were developed in response to electronic databases. Tort privacy offers a substantive principle: Do No Harm when processing personal data. By contrast, the FIPs offer a procedural framework for managing the collection and flow of personal data rooted in some opportunity for individuals to have notice of when their data is being collected or used and some choice to control objectionable practices. Together, the Harm Principle that comes from tort law and the Control Principle that comes from the FIPs are the bedrock of modern privacy law, animating everything from statutes like the federal Privacy Act and HIPAA to the substance of FTC enforcement actions and foreign privacy regimes.

As we discuss below, while the FIPs haven proven to be quite useful as an or-
ganizing principle, they are weakening. Not only are the FIPs non-responsive to some new privacy problems, but they are also centered on the autonomous ideal of control. As long as users have control to decide when they relinquish certain privacy rights, then companies are abiding by the FIPs. In the current system of FIPs-based regulation of personal data, the user is seen as a completely rational, autonomous actor capable of controlling her down privacy destiny. If she loses any privacy, it is because she chooses to do so.

This model of choice and control is well established in the privacy literature at all levels. Some of the most popular theories of privacy cast the concept in terms of control.5 So too does the dominant system of informal regulation in the corporate world.6 But both the Harm Principle and the Control Principle are orientated in negative terms—Do No Harm in using data, or at least get some kind of consent before you do. From this perspective, privacy is almost always a negative and costly concept, a harm to be avoided, or a consent to be obtained before something positive can happen. This is the pathology of Privacy Pessimism, and in this Part, we describe how Privacy Pessimism has caused us to think about privacy in a way that is unnecessary, incomplete, and focused on fixing harm rather than creating value. Three dimensions of this pessimism problem are most important. We call them the Creepy Trap, the Harm Fixation, and the Control Illusion.

A. The Creepy Trap

Most discussions of privacy and new technologies run into accusations of creepiness at some point. Surveillance-based advertising? Creepy.7 Facebook tweaking your news feed to make you sad? Creepy.8 The NSA, black box data recorders in cars, eavesdropping Barbie dolls, the Internet of Things, drones, or Google scanning your Gmail? Each of these practices have been labeled as “creepy” at one time or another.9

5. Alan Westin defined privacy as an individual’s right “to control, edit, manage, and delete information about them[se] and decide when, how, and to what extent information is communicated to others.” ALAN WESTIN, PRIVACY AND FREEDOM (1967).


7. See generally JULIA ANGWIN, DRAGNET NATION (2014).


This should be no surprise. Creepiness is our first impulse when we encounter changing norms or technologies that leave us exposed or vulnerable. It's a visceral sensation of discomfort and revulsion, a trigger that tells us when privacy might be threatened. If we feel that a practice is creepy, goes the intuition, maybe we should think about regulating it. But the flip side also seems to be true: if something isn't creepy, then it probably isn't a problem.

Creepiness has been explored as a privacy concept. In advice to technology companies about how to avoid the creepiness reaction from their users, Omer Tene and Jules Polonetsky suggest that there are "several categories of corporate behavior that customers and commentators have begun to label 'creepy' for lack of a better word," activities that don't violate any established law, but which give their customers the creeps. Tene and Polonetsky advise companies to avoid deploying new technologies (or old technologies in new ways) in ways that seem creepy. Such limits are necessary, they assert, because "social values are far more nuanced and fickle than any existing (and most likely future) laws and regulations. In order to avoid creep, companies should resist the temptation to act with chutzpah, even though brazen and audacious behavior constitutes a hallmark of Silicon Valley entrepreneurship culture. The challenge is for companies to set the right tone when seeking intimate relationships with consumers."11

Creepiness is also embedded in more formal kinds of privacy law. The old privacy tort of "intrusion into seclusion" protects private places and relationships from menacing (or creepy) intrusions. The Fourth Amendment's venerable Katz test requires not only a famous "reasonable expectation of privacy," but a subjective expectation of privacy as well. This subjective element means that for the Fourth Amendment to apply, a citizen has to feel violated by a government intrusion or monitoring. Though rarely phrased in terms of creepiness, Fourth Amendment law is based upon a similar idea that privacy is only invaded when there is a felt sense of intrusion of violation.

Helen Nissenbaum's much-praised theory of privacy as "contextual integrity"
also contains overtones of creepiness. Nissenbaum suggests that privacy violations occur when “context-relative informational norms” are not respected when sharing information. Her framework of contextual integrity suggests that “finely calibrated systems of social norms, or rules, govern the flow of personal information in distinct social contexts (e.g., education, health care, and politics).” Individuals experience privacy violations when those social norms about information are violated in inappropriate ways. Nissenbaum’s theory has been highly influential among academics, and is starting to influence policy, with her work built into the Federal Trade Commission’s updated approach to regulating privacy. At the core of Nissenbaum’s theory is her claim that we should consider privacy issues in the first instance when people react to new information practices by expressing “alarm.” In other words, although she does not use the term, something like creepiness in a particular context is the trigger for a potential privacy violation.

But there is a problem with creepiness, regardless of how carefully it is defined. It might be a very human and natural way to respond to new social or technological circumstances, but it ultimately tells us little about whether a legally cognizable privacy issue exists. At the outset, creepiness is over-inclusive as a proxy for information privacy threats. Lots of new technologies that might at first appear viscerally creepy will turn out to be either unproblematic or beneficial. Evan Selinger reminds us that early train passengers were not merely creeped out but terrified, fainting, and complaining of serious maladies from traveling at speeds that by today’s standard would not constitute speeding in a school zone. In the early days of the Internet, many users refused to buy products online, fearing security lapses from digital technologies they didn’t understand. Facebook’s

15. NISSENBAUM, supra note 4, at 3.
18. NISSENBAUM, supra note 4, at 3, 11. Nissenbaum’s theory offers more than creepiness, but we note it here because it is (a) prominent and influential, and (b) its violation of “context-relative information norms” bears a close similarity to the what is colloquially deemed as “creepiness.” As Nissenbaum’s work on context becomes adopted by third-parties into regulation, and thus loses academic nuance, we predict that her nuanced philosophical treatment is likely to be folded in with colloquial “creepiness.”
News Feed feature “creeped out” many users when it was first introduced because users were not accustomed to having all their information aggregated in one place for easy consumption.\(^{21}\) Now the feature is considered to be fundamental both to the company’s success and to the social awareness of many users of its network.\(^ {22}\)

But creepiness is also under-inclusive. New information practices that we don’t understand fully, or highly invasive practices of which we are unaware, may never seem creepy, yet still present serious threats to values we care about. Take, for example, surveillance of which we are unaware,\(^ {23}\) or the use of secret algorithms to score our lives.\(^ {24}\) Such practices may unconstitutionally subject us to criminal or civil punishment (from jail time to designation on “no-fly” or “watch” lists), or they may deny us access to health, insurance, or economic opportunities (in the case of scoring by credit or university admissions algorithms). Such practices may be illegal, inaccurate, or both, but if they operate behind layers of secrecy, we may never learn about them. And things we are unaware of are unlikely to trigger the creepiness reaction.

Finally, because it rests on psychological reactions to perceived practices, creepiness is not only socially contingent, but malleable. A pervasive threat to privacy or our civil liberties can be made less creepy as we become conditioned to it. Such a threat may remain equally serious, but become normalized as we fit it into our understanding of the world in which we have to operate, like police corruption, sexism, or drunk drivers. Arguably, the Internet advertising industry, which relies on detailed surveillance of individual web-surfing to target ads, has fallen into this category.\(^ {25}\) Becoming “normal” in this way hardly removes the problem, even if we become accustomed or resigned to it. In the context of privacy, consider the ever-expanding reach of data collection, always pushing up against (and seeking to roll back or desensitize) the creepiness reaction. As Google’s Eric Schmidt put it honestly in 2010, “Google policy is to get right up to the creepy line and not cross it.”\(^ {26}\)

While it may be a natural psychological response to novelty, in the context of privacy law, creepiness is ultimately a trap. It locks us into a false binary of things that are creepy and thus potentially problematic, and things that are not creepy and thus presumably okay. Under the standard story, a finding of creepiness is only

---


25. ANGWIN, supra note 7, at 4-5.

the start of the inquiry. Since some things that are creepy actually turn out to be desirable (recall the screaming Victorian train passengers and Facebook’s News Feed), a creepy new technology begs a second question of whether something experienced as creepy is actually harmful. This fixation on harm is another major symptom of Privacy Pessimism, which we’ll turn to now.

B. The Harm Fixation

A second pathology of Privacy Pessimism is that it is too focused on privacy’s costs, often to the exclusion of any benefits. From this perspective, privacy is an injury to be remedied, a cost to be balanced in the ledger book, a harm rather than an opportunity. After all, goes the logic, we have to find out whether our sense of creepiness is actually a harmful one or just a false positive.

The Harm Fixation began with Warren and Brandeis, who were concerned about coverage of elite social functions by newspapers and by the new technology of “instantaneous photography.” Worried that press coverage of intimate affairs and the circulation of unauthorized photos were causing psychological harm, they argued that the common law should recognize a tort to remedy these emotional injuries.27

Today's privacy law has expanded far beyond Warren and Brandeis's tort claims against the press. Modern privacy law is regulatory in scope, structuring data relationships in personal data and covering types of information and advanced technologies that nineteenth century lawyers might find indistinguishable from magic.28 “Instantaneous photography” has nothing on Snapchat or GPS, and the Fair Credit Reporting Act and FTC investigations are much more complex and nuanced than a common law tort claim. But even though privacy law has evolved far from its origins in tort law, tort law’s fixation on compensable individual harm has stubbornly remained with it, even when other elements of the law of torts have fallen by the wayside.

The Harm Fixation also manifests in the form of balancing tests used to decide whether certain information practices should be permissible or not. For example, Section 5 of the FTC Act, which outlaws unfair and deceptive trade practices, has become the most important piece of legislation for protecting consumer privacy in the United States.29 But in order for a practice to be deemed unfair, it must be “likely to cause substantial injury to consumers which is not reasonably avoidable by consumers themselves and not outweighed by countervailing benefits to consumers or to competition.”30

In privacy-related disputes, companies, agencies, and courts are asked to articulate whether the cost of acting fairly, in this instance to preserve privacy, is outweighed by the potential benefit to the consumer, which is often articulated as “cost savings passed on to the consumer.” The Obama White House’s proposed “Consumer Privacy Bill of Rights” wholly embraces balancing privacy risks with other considerations. It provides for a rulemaking procedure that considers “among other factors, the privacy risks posed by personal data processing by categories of persons of various sizes, experiences, resources, and types of commercial activity, including nonprofit activity; the importance of mitigating privacy risks; and the costs and benefits of including those categories of persons as covered entities.” This balancing requirement pits privacy and affordability against each other as values in conflict.

Companies, agencies, and courts are not the only privacy pessimists fixated on the cost of privacy. Critics of privacy regulation bemoan its toll on “innovation” and “progress.” Very few companies want to cause problems to people or hurt them, but focusing on the expense of privacy inevitably frames privacy as “the cost of doing business” instead of an opportunity to help form long-term, sustainable relationships. Even advocates for privacy frequently consider privacy as a negative value that must be balanced against innovation, efficiency, or security. Responding to the framing of Privacy Pessimism, there is a large academic literature on “privacy harm” seeking to articulate exactly what the nature of the injury caused by threats to privacy.

The Harm Fixation is thus problematic because it frames the privacy inquiry in negative, costly terms. But there is a second problem. The Harm Fixation also demands proof that is increasingly elusive. In order to be actionable, all of the privacy torts demand a demonstration of harm that is "highly offensive to a reasonable person." Those arguing against regulation of behavioral advertising assert that regulation is unnecessary because no harm from the practice can be

31. See Solove & Hartzog, supra note 29.
32. White House, ADMINISTRATION DISCUSSION DRAFT: CONSUMER PRIVACY BILL OF RIGHTS ACT OF 2015 (Feb. 27, 2015), http://www.whitehouse.gov/sites/default/files/omb/legislative/letters/cpbr-act-of-2015-discussion-draft.pdf [http://perma.cc/8SJ6-ND47] ("If a covered entity processes personal data in a manner that is not reasonable in light of context, the covered entity shall conduct a privacy risk analysis . . . to examine the potential for privacy risk. Covered entities shall take reasonable steps to mitigate any identified privacy risks, which shall include, but are not limited to, providing heightened transparency and individual control.").
33. Id.
34. See, e.g., ADAM THIERER, PERMISSIONLESS INNOVATION (2014).
35. See Richards, supra note 1 (collecting examples).
37. Calo, supra note 36.
demonstrated.\textsuperscript{39} Claims against companies for providing poor data security usually fail unless the plaintiff can demonstrate actual individualized harm, such as financial loss, instead of harms like uncertainty or increased risk shared across large numbers of people that are large in the aggregate but small for each affected individual.\textsuperscript{40} The Supreme Court has taken a number of cases in recent years assessing whether allegations of harm are sufficient under the Federal Privacy Act,\textsuperscript{41} and a pending case asks whether a private cause of action under the Fair Credit Reporting Act can ever satisfy Article III standing.\textsuperscript{42} In these and other cases, the Supreme Court is increasingly interpreting privacy harm very narrowly.\textsuperscript{43} State courts also routinely reject notions of privacy that are not immediately ascertainable or are speculative in nature.\textsuperscript{44} Given the arc of decisions limiting notions of what constitutes privacy harm, an alternative focus would be useful.

Harm is, of course, an important concept in our law. It will remain a critical component in regulatory regimes that punish companies and provide redress through private causes of action for individuals, whether for identity theft, data breach, or revenge porn. It is an effective way of determining compensation amounts and separating important claims from trivial or meritless ones. But the goal of privacy law shouldn’t \textit{solely} be to avoid harm. Such a fixation is too rigid and focuses our attention away from important areas where privacy regulation can create value, rather than merely remedying injury.

While many laws are designed to deter harm, that is not the only function of law. Other laws, like tax regulations that provide incentives for charitable giving and consumer spending, are designed to encourage behavior that is seen as desirable within society.

The Harm Fixation forces us to come up with ill-fitting theories of harm


\textsuperscript{43} See, e.g., Clapper v. Amnesty Int’l USA, 133 S. Ct. 1138, 1151 (2013) (“[R]espondents cannot manufacture standing merely by inflicting harm on themselves based on their fears of hypothetical future harm that is not certainly impending.”).

when we inevitably sense that there is a problem but cannot easily articulate a clear, cognizable, and individualized injury. Like an itch that can’t be scratched or a problem that we just can’t seem to put our finger on, this dimension of Privacy Pessimism paints us into a corner of narratives like “creepy” that sound compelling at first, but crumble in practice or under scrutiny.45

**C. The Control Illusion**

A third problem of Privacy Pessimism is its assumption that people can adequately make choices to protect their information. In the United States, privacy policy is largely centered on the idea that the best way to protect your privacy is to be careful about what and how much information you disclose and to whom. We have called this the Control Principle, though it is also called a “notice and choice regime” or “privacy self-management.”46

When the FTC first started to regulate privacy in the late 1990s, it adopted a basic notice and choice regime for businesses that was congruous with many of the FIPs. As long as companies notified people about their information collection, use, and disclosure practices and gave them a choice to opt out (usually by not using the service), then companies were free to act in any way consistent with the notice given to consumers. The most salient example of this notice and choice regime is the ubiquitous privacy policy, that dense, unreadable, boilerplate text tucked away in some corner of virtually every website and application on the Internet.

In most cases that matter, the assumption that users have actual notice or meaningful choice is an illusion. Privacy self-management is increasingly recognized to be unworkable and possibly even a farce. There are many jokes about whether anyone reads privacy policies or Apple’s infamously turgid Terms of Service agreement, but these jokes rest on the undeniable truth that privacy self-management is impossible. For example, one study by computer scientists found that if an ordinary Internet user were to quickly read every privacy policy they encountered over the course of a year, it would take them seventy-six working days to do so.47 Another study by leading privacy journalist Julia Angwin revealed that it was practically impossible to opt-out of pervasive surveillance by governments and companies without practically opting out of society and human contact.

---

45. See, e.g., Tene & Polonetsky, supra note 10.
itself. The Control Principle is the key element of American data regulation, but it is false.

When pressed on this point, federal regulators concede the futility of notice and the absence of real choice about the pervasive collection of personal data. The White House Privacy and Civil Liberties Oversight Board recognized as much in its long-awaited report on privacy and surveillance. In its report on Big Data, the White House also repudiated the Control Principle, stating, “[t]he framework of notice and consent is also becoming unworkable as a useful foundation for policy.” Even the FTC has realized the limits of notice and choice. The agency’s report on protecting consumer privacy in the digital age acknowledged that “the emphasis on notice and choice alone has not sufficiently accounted for other widely recognized fair information practices, such as access, collection limitation, purpose specification, and assuring data quality and integrity.” Yet despite the acknowledgment that choice cannot do the work we ask of it, new proposals remain rooted in the Control Illusion. For example, the White House “Privacy Bill of Rights” released in February 2015 surprisingly remains rooted in a notice and choice view of the world.

Such fixation on choice is especially problematic because the illusion of the Control Principle benefits the rich at the expense of the poor. AT&T’s Internet service, for example, will let users opt out of a “supercookie” that monitors its users’ habits for $29 a month.

---

48. Angwin, supra note 7.
50. Executive Office of the President, Big Data: Seizing Opportunities, Preserving Values 46 (May 2014).
52. Fed. Trade Comm’n, Protecting Consumer Privacy in an Era of Rapid Change: Recommendations for Businesses and Policymakers 2 (2012), http://www.ftc.gov/sites/default/files/documents/reports/federal-trade-commission-report-protecting-consumer-privacy-era-rapid-change-recommendations/120326privacyreport.pdf (also acknowledging the limits of privacy harm, stating “[t]he FTC’s harm-based approach also has limitations. In general, it focuses on a narrow set of privacy-related harms—those that cause physical or economic injury or unwarranted intrusion into consumers’ daily lives. But, for some consumers, the actual range of privacy related harms is much wider and includes reputational harm, as well as the fear of being monitored or simply having private information ‘out there.’”).
53. White House, supra note 32.
54. Sophia Cope & Jeremy Gillula, AT&T is putting a price on privacy. That is outrageous,
most people cannot afford. Thus, under the Control Illusion, users simply “choose” surveillance and the loss of privacy either because they cannot afford anything else, or because (as noted earlier) privacy harm is notoriously hard to calculate. Other times surveillance of everyday life just gets built into modern technologies, whether it is Samsung’s “smart” TVs that record conversations in your living room, or Lenovo’s laptops that shipped with insecure software that surveilled user web surfing in order to serve ads.  

The reality that the Control Principle is an illusion also provides an answer to one of the by-products of Privacy Pessimism, the so-called “privacy paradox.” This is the idea that surveys consistently measure both consumer anxiety about privacy and behavior that is seemingly at odds with such concerns. Some commentators use the paradox to suggest that individuals are either hypocritical or ignorant. But the privacy paradox is fallacious because it only considers one party in an information relationship: the user. Users given a blunt choice between protecting their data and participating in modern society really have no choice at all, especially when the terms of any such choice are clouded by confusing technology and legal mumbo-jumbo, where long-term interests in privacy are hard to value, or where meaningful choice is an illusion. In fact, given the limited notice and choice that most of us encounter, the privacy paradox suggests that users care about their personal data in spite of the limited legal and technological choices they face in protecting it. If our revealed preferences show that we don’t care about privacy, why do so many of us remain anxious about our personal data?

Ultimately, the Control Illusion reveals the limits of the procedural approach taken by the FIPs. For years, there was no privacy problem the FIPs purportedly could not fix. But doing so has worn out the concept amid the explosion of new data applications. Big Data has challenged the wisdom and practicality of data retention. Profiling, discrimination, and other inferential harms happen so re-


57. Richards, supra note 1 (suggesting the existence of such a reverse privacy paradox.).

58. Omer Tene & Jules Polonetsky, Big Data for All: Privacy and User Control in the Age of
motely from the source as to remove any doubt that the “choice” offered to users who disclose personal information in the modern world is usually an illusion. After all, what choice can users have to opt out of profiling by ad networks and data brokers of whose existence they are unaware?

The FIPs have been whittled away to an empty shell in many areas of privacy law, especially the law protecting consumers in their Internet usage in the United States. In many areas, the FIPs have become little more than a set of procedural protections lacking a substantive theory of what privacy is and why it matters. From this perspective, it should be no wonder why so many people are pessimistic about privacy.59

***

Behold, then, the traditional story we tell ourselves about privacy, a story we have called “Privacy Pessimism.” Privacy is under threat from new technologies and business practices that we perceive as “creepy.” When we encounter a creepy privacy practice, tort law has trained us to see if there is any harm. Yet in many instances, regardless of the harm, we feel like our consent is being wrongly manufactured using fine print and malicious design. The Harm Fixation limits our ability to think about what privacy can do for us, while the fiction of the Control Illusion manufactures consent through the operation of the FIPs.

Privacy Pessimism is reactive, negative, and largely ineffective at protecting individuals in information relationships. It is worn out. If privacy law is to survive, if ordinary people are to have any meaningful participation in when, whether, and how their data is being used, some positive articulation of what good privacy can do is necessary. We offer such a theory in the next Part.

III. A THEORY OF PRIVACY AND TRUST

Getting past privacy’s pessimism problem requires companies and confidants to recognize that protecting the privacy of others is mutually beneficial. Businesses, intermediaries, carriers, and intimates must want privacy for articulable reasons beyond moral or ethical concerns. Without articulable benefits to recipients of personal information, we will never escape Privacy Pessimism.

Our current set of ground rules about what kinds of data uses are permissible will not create a sustainable digital society. To remedy this problem, we offer a new theory of privacy and trust. Put simply, privacy matters because it enables trust. Privacy rules can govern the uses of information in relationships, and these rules can build trust. Trust-promoting privacy rules allow people to safely disclose personal information in ways that benefit not just individuals, but the entities they share their data with as well. Understanding how privacy rules can promote trust goes beyond the Harm Principle. Instead of remediying speculative harm,

---

59. See Richards, supra note 1, at 59 (“[T]he available evidence suggests that people do in fact care about privacy, but they are bewildered by the difficulty of protecting their personal information in a time of rapid technological change and limited options.”).
privacy can promote trust and promise a way forward for the safe and equitable collection, use, and disclosure of information in long-term, sustainable relationships. Similarly, trust mitigates the problems and distrust that stem from the Control Illusion. From this perspective, privacy isn’t a paradox, it is essential to our digital future. It’s not a drain on progress, but rather a signpost to the way forward.

D. Conceptualizing Trust

Trust is an essential component of healthy relationships and healthy societies. Although various disciplines define trust in various ways, at bottom, “trust is a state of mind that enables its possessor to be willing to make herself vulnerable to another—that is, to rely on another despite a positive risk that the other will act in a way that can harm the truster.” Trust allows cooperation with other people in spite of the fact that exposing ourselves enables them to harm us.

There is a vast literature on trust across a variety of academic disciplines, from social sciences like political science and psychology to fields as wide-ranging as medicine, management, and neuroscience. There is also substantial legal
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scholarship on the role of the law in general in generating or discouraging trust, as well as in such sub-disciplines as contracts, corporations, and the law of fiduciary duties. Our purpose in this paper is not to advance a theory of trust for all purposes or even all purposes in the law. Our goal is more modest. While we recognize and draw from the vast scholarly literature on trust, we have no wish to enter academic debates other than how we should think about privacy rules in a digital society, for that problem is large enough.

We offer instead a theory of trust in the context of information relationships that allows us to better understand why legal, technological, and social rules regulating the collection, uses, and flows of information in those relationships can make us all better off. Put simply, privacy rules are necessary to build the trust our digital society needs not merely to function sustainably over the long term, but also to flourish. There have been occasional references to trust in the scholarship on law, technology, and privacy, but trust has failed to develop as a core justification for why privacy matters. In this paper, we make exactly that case: that thinking of privacy in terms of trust is essential, and that trust must become an essential part of the legal conversations about data, innovation, technology, and privacy.

In the context of information relationships, trust means the willingness to become vulnerable to a person or organization by disclosing personal information . . . .
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mation. Some terminology is necessary to aid in precision. We will refer to
disclosers of this personal information as trusters, the act of sharing sensitive person-
al information as entrusting, and the recipient of such information as entrustees.
While the natural term for one entrusted with personal information is a “trustee,”
we are mindful of the specific meaning of this term within, for example, fiduciary
and estate law. We will use the term “entrustee” for greater precision, but we are
also mindful that the power of an information recipient to harm another is part of
the historical basis for the imposition of a trustee relationship in the law of fiduci-
aries. The difference between an “entrustee” and a “trustee” may be negligible in
practice. We nevertheless want to separate them because an “entrustee” is a factual
description (“someone has entrusted their data with me . . .”), while becoming a
“trustee” means the imposition of legal obligations (“. . . and the law requires me as
her Trustee to treat it a certain way”).

Let us illustrate how these terms work in practice. We are all trusters at vari-
ous times. As trusters, we share data by entrusting it with entrustees. A truster
can be a bank customer, the user of a search engine, or a customer at Target. In
these cases, the entrustee is the bank, the search engine, or the big box retailer,
and the information being entrusted can be financial data, search queries, or in-
formation about the consumer’s purchases.

When trusters entrust information about themselves, they make themselves
vulnerable. Their vulnerability might include increased risk of information mis-
use, unauthorized disclosure, manipulation, or loss of autonomy. A bank could
leave their account numbers on a laptop in an airport. A search engine could
turn their queries over to the government or the general public. Target could
guess that they are pregnant and market to them at their time of vulnerability,
or Target could itself be the victim of a data breach. The possibilities for disclo-
sure, injury, or manipulation in such cases are limited only by the human poten-
tial for innovation. Once a truster’s information is disclosed, she no longer has
sole control over its use and dissemination. She is exposed and at the mercy of

67.  See Neil M. Richards & Daniel J. Solove, Privacy’s Other Path: Recovering the Law of Con-
the entrustee.

When people disclose personal details within information relationships, two distinct kinds of vulnerabilities occur. The first is vulnerability to actions by the trustee. One of us has written regarding surveillance that “information gives the watcher increased power over the watched that can be used to persuade, influence, or otherwise control them.” The same is true within information relationships. Employees can be immediately fired, insurance can be denied, friends can be embarrassed, lovers can be devastated by the disclosure of secrets or sexy photos. Increasingly, Internet users can be manipulated by technological design guided by companies with an intimate knowledge of their background and preferences. If you know your customers well, it is much easier to nudge them into doing what you want them to do, even when it is a choice they might not otherwise have made freely.

A second kind of vulnerability faced by trusters is to third parties who receive the personal information from the entrustee. This can happen when the entrustee sells or rents the data “downstream,” or it can happen when the entruster’s security is breached by a true third party. An ISP might sell web-surfing habits to an advertising company or data broker. Any retailer, data broker, or other entity might get hacked by online criminals. When trusters intentionally or unintentionally disclose entrusted information to others, entrustees can be manipulated, user profiles can be impersonated, reputations can be destroyed, and bank accounts can be cleaned out.

Virtually every disclosure of personal information in the modern age leaves the discloser vulnerable in some way, if even only incrementally. As a result, every information relationship involves some degree of trust, or willingness to become vulnerable. This is true even if that trust is not a conscious one on the part of the truster. The phenomenon of trust exists in all information relationships, though of course to different degrees. The key, then, is determining which information relationships require extra scrutiny from the law.

E. Why Trust Matters in Information Relationships

Because disclosure of personal data leaves people vulnerable, trust is the glue that holds together virtually every information relationship. An information relationship is any relationship that requires personal information to develop or

74. Richards, supra note 23, at 1956.
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achieve a particular goal. This includes a person’s relationship with merchants, doctors, employers, common carriers, intermediaries, friends, and intimate partners. And in practice, privacy rules—rules governing the uses of personal information—are essential requirements for the existence of these trust-dependent relationships in the first place.

Trust in these relationships produces numerous benefits, but three are particularly worth highlighting. These three values—commerce, social interaction, and free expression—cannot exist without a willingness to become vulnerable to the actions of others.

**Commerce.** Commercial relationships, the engine of any economy, are entirely a product of trust. Without this trust, our modern way of life simply would not exist. When privacy is conceptualized as trust, it becomes clear how privacy can be essential for business. If consumers cannot trust businesses with information, they will be hesitant to buy goods and services that require information relationships. Online commerce is particularly reliant upon trust.

Trust is essential to nearly every component of commerce, not just aspects involving privacy and personal information. Trust in commerce begins with the most common initiator of a commercial exchange—a promise which leads to a contract. As first-year law students learn, the most important tool in commerce, the contract, is essentially a mechanism for encouraging and protecting trust.

---
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Intimacy. People simply cannot be close to each other without trusting others with personal information, which is often deeply sensitive. We trust those we love by revealing ourselves (sometimes quite literally). We expose our hopes and fears, our wishes and secrets, our body parts, and our desires to intimates, trusting that they will not reveal what we have shown and told them to others. Most especially, we trust that they will be loyal with our confidences and will not use what they have learned against us.

Trust is an essential component for friendship as well. Friends share basic kinds of information such as hobbies, opinions, and jokes. But true friendship is based upon much more personal disclosures and experiences. Psychologists Irwin Altman and Dalmas Taylor have shown that the strength of relationships is based upon the frequency of reciprocal personal disclosure and degree of vulnerability that reciprocal disclosure creates. In other words, the quality of friendships is defined by the extent to which we trust each other with personal disclosures.

Altman’s theory of privacy as a boundary regulation process works with his social penetration theory to establish that privacy is “selective control of access to the abuse that trust.” Bellia noted that many theorists have argued that “in order to maximize aggregate preferences, one must have some incentive to rely on certain promises. The incentive to rely on a promise exists only to the degree that a promise is trustworthy.” Id. Bellia summarizes the theorists who claim that the role of contract is essentially “to protect the ability of individuals to trust promises in circumstances in which that trust is socially beneficial.” Id. at 28 (“In many contexts, it is the enforceability of promises that creates possibilities for relationships of lesser trust to ripen into relationships of greater trust.”); see also Bukspan, supra note 60, at 379 (“The concept of trust best explains the true nature of contract law and is found in key contract-law doctrines, such as good faith and public policy.”).
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This insight might seem intuitive, but it has yet to be fully incorporated into a policy that promotes trust in the interests of establishing and maintaining friendship and intimacy.\footnote{86} This theory helps us understand why we disclose even more information on social media when we have privacy settings.\footnote{88} At first, the research around privacy settings confused us. Why would those that are contentious enough about privacy to employ privacy settings actually share more information? The reason is that people disclose more when they trust. When they believe that the other party is trustworthy, they are more likely to share, just as they do with their doctors, lawyers, and spiritual advisors. When control is not an illusion, trusted sharing can occur. Privacy is thus not merely an interest for selfish users. Contrary to the mantra of Dave Eggers’ fictitious social network “The Circle” in his novel of the same name, privacy is not theft.\footnote{89} Instead, it is good for businesses like social media that need users to share with friends in order to be considered successful. Trust enables the strong relationships that make sustainable digital business possible.

**Expression.** Finally, trust within information relationships is critical for free expression and a precursor to many kinds of political engagement. We have become used to talking about the Internet purely in the economic language of the
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market. From this perspective, Internet users are consumers rationally maximizing their preferences. But the Internet has long been a forum for political engagement and free speech, and it was such well before the “dot-com” era and the rise of the surveillance economy turned the Internet into a shopping mall as well. It remains a source of political fundraising,\textsuperscript{90} political information,\textsuperscript{91} and political activism.\textsuperscript{92} The Internet’s consumers are also citizens, and the way their access to information is structured has enormous effect on political debate and the political process more generally.

The architecture of the Internet relies upon our ability to trust each other in routing communications.\textsuperscript{93} People must also be able to trust recipients with possibly controversial ideas that are not yet fully formed. Thus, as a practical matter, people need to be able to rely upon intermediaries and recipients to engage politically and further the free speech ideals of self-development, self-governance, government accountability, and the search for truth. Trust is not only necessary to protect our economic interests; it is an essential component of our political rights and civil liberties. Without privacy rules promoting trust in digital systems, even freedom of speech is imperiled.

In our lifetimes, communication technologies based upon paper have increasingly been supplemented or even replaced by digital forms; emails have replaced letters, websites have replaced newspapers, and electronic books (and books ordered over the Internet) have begun to rival those sold in bookstores for market share. These digital technologies have been a force for good, expanding both our access to knowledge and our practical ability to engage in free expression. But while our digital technologies expand our reach, they are capable of monitoring our reading, thinking, and private communications in ways that would be impossible for paper-based technologies. Whenever we shop, read, speak, and think, we now do so using computers that create records of these activities.\textsuperscript{94}

Our ISPs, for example, have records of every website we visit—a virtual transcript of our intellectual explorations, of our reading and thinking. Consider further all the searches you may have entered into Google’s search box, or everything
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you have said on the phone. Many powerful but shadowy entities, from data brokers to the National Security Agency, have shown an interest in our intellectual records—our reading habits, surfing habits, and private communications. Such activities threaten our intellectual privacy, the protection from surveillance or interference when we are engaged in the processes of generating ideas—thinking, reading, and speaking with confidantes before our ideas are ready for public consumption.

Surveillance or interference of our reading and thinking can drive our beliefs to the average, the mainstream, and the boring. Many studies document the often substantial deterrent effects of surveillance on criminal activity, from employee theft to misbehavior by police. But in a free society surveillance can have a substantial chilling effect on thought, reading habits, and private speech. Recent studies, for example, demonstrate that the Snowden revelations produced a chilling effect on Google searches, in areas not merely related to national security, but also things that were unrelated to the NSA’s dragnet, like divorce lawyers, mental illness, and weight loss. Another study suggested that surveillance makes writers and journalists more likely to self-censor.

As a society, we say frequently that we care about individuality, diversity, eccentricity, and the vibrant weirdness that freedom makes possible. If we don’t have intellectual privacy, all of these important values that make life worth living are threatened. But rules protecting intellectual privacy can safeguard the trust in our digital tools to enable fearless and unfettered intellectual exploration and private communication. This is a reality that librarians recognized decades ago, when they established both professional duties and legal requirements protecting the privacy and confidentiality of patron records. Today librarians remain among the most trusted information professionals.

Intellectual privacy rules produce the trust in digital systems that enables engagement with ideas, political association, and truly free speech to flourish. From this perspective, trust-promoting privacy rules serve not merely economic values, but those of a constitutional magnitude as well. Trust is essential for the kind of society we want to live in. To review, trust drives commerce and it creates the conditions for intimacy and free expression. If we want to flourish as humans, we must be able to trust each other.

96. See generally, Richards, supra note 23 (collecting examples).
IV. REJUVENATING PRIVACY LAW THROUGH TRUST

Privacy law’s legacy of harm and control has left our privacy torts useless and the FIPs threadbare. Privacy law is not just pessimistic. It is worn out. In this Part, we show how trust can rejuvenate privacy law and policy.

First, trust can add nuance and force to foundational privacy concepts such as confidentiality, transparency and security by reimagining them as discretion, honesty, and protection. In addition to rejuvenating old privacy concepts, we introduce loyalty as a foundational concept in privacy law. We argue that entrustees have a duty to avoid unreasonable and dangerous self-dealing. These concepts are not new. They are foundations of one of the most established legal concepts involving trust in relationships: the law of fiduciaries.

A. Relying on Fiduciaries

The best place to look for wisdom on how to secure trust is from relationships that are defined by trust—fiduciaries. Fiduciaries are an ancient concept in the common law, and the central goal of fiduciary law is to protect against the exploitation of a vulnerability created by trust in another.101 From this perspective, fiduciary relationships are the paradigm case for law enabling trust by imposing duties such as care, loyalty, and confidentiality. It should thus be no surprise that most if not all fiduciary relationships also fit within the larger category we have been calling “information relationships.”

A few prominent privacy and cyberlaw scholars have also suggested that privacy law might take cues from the law of fiduciaries. Jack Balkin has proposed looking to the law of fiduciaries in the privacy context, explaining that “[t]he concept of an information fiduciary helps us understand how we might protect digital privacy while not running afoul of the First Amendment.... Traditionally, a fiduciary is a person who has a relationship of trust with a party (the beneficiary), and who is authorized to hold something valuable—for example—the beneficiary’s

---

assets or other property—and manage them on the beneficiary's behalf.”

Daniel Solove has also suggested looking to the law of fiduciaries as a way to guide sound policy in the age of data brokers who collect an overwhelming amount of personal information.

We agree with Balkin and Solove that the concept of fiduciaries helpfully reorients privacy and crystalizes the concept of trust in information relationships. To be clear, though, we are not recommending that all relationships of trust should automatically be considered as fiduciary in nature. Imposition of the full panoply of fiduciary duties is a serious and burdensome decision. But the law need not face the binary choice of treating information relationships as either “fiduciary” or “unprotected.” Surely some middle ground exists between these two extremes. Accordingly, we recommend that duties inspired by fiduciary law can apply in a flexible and variable way across the full spectrum of information relationships.

In relationships where vulnerabilities are minimized because there is only a small amount of trust, these remedies should be applied sparingly or lightly. Where there is greater trust (or greater potential for exposure), entrustees should be held to higher duties of care and loyalty. Rather than relying on a rigid fiduciary/nonfiduciary distinction, we propose a more flexible approach that recognizes the role of trust is all information relationships. Yet our fundamental point is that the law of fiduciary relationship can helpfully shed light on the specific duties and actions that promote and erode trust.

B. Improving the Existing FIPs

Although the FIPs are worn out, they remain the foundational structure for the regulation of personal data, not only in the United States, but throughout the world. Replacing the FIPs entirely would be a daunting task. But fortunately, what is needed is not the replacement of the FIPs, but rather their rejuvenation from a procedural means of manufacturing consent into a substantive system of regulating the processing of personal data in the interests of all. Trust can provide the source of that rejuvenation, allowing us to rethink the FIPs in ways that are positive, substantive, and inspiring, rather than pessimistic, procedural, and depressing. When viewed through the lens of trust-building the existing FIPs of Confidentiality, Transparency, and Security become the substantive obligations of Discretion, Honesty, and Protection. Even more importantly, when we thinking about privacy in terms of trust suggests the adoption of a new Fair Information Practice: Loyalty.
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Our proposed modifications are not merely word games. Discretion, Honesty, Protection, and Loyalty offer an alternative vision of privacy protection that escapes the Harm Principle and the Control Illusion. They identify the substantive values that privacy law should embrace if it is to promote the trust that is essential for sustainable information relationships. But critically, when we argue that privacy law should promote trust, this requires a meaningful, substantive level of trust rather than trickery. By contrast, our vision for a rejuvenated, positive theory of privacy protection requires real trust; trust that is accountable. It is for this reason that the substantive principle of loyalty must be understood as essential to the information privacy law project.

1. Confidentiality as Discretion

The concept of confidentiality is perhaps the earliest and most foundational in all of privacy law. Despite its entrenched and robust presence in the doctrine, confidentiality is a surprisingly under-developed concept. In most forms of existing regulation, confidentiality is conceptualized merely as nondisclosure. For example, the limited tort of breach of confidentiality prohibited those within confidential relationships from divulging confidential information to any unauthorized parties. As a FIP, confidentiality is articulated as a mere limit on disclosure. This can either take a vague form like “there shall be limits on the external disclosures of information about an individual a record-keeping organization may make,” or be tethered to the purpose of collection and contingent upon the consent of the data subject.

Conceptualizing confidentiality solely in terms of nondisclosure obligations has limited this otherwise dependable, bedrock concept. In many ways, characterizing confidentiality solely in terms of nondisclosure is like characterizing safe sexual practices solely in terms of abstinence—it’s effective, but risks overkill and is often too costly. Because confidentiality is so restricting, most people in information relationships are not confidants. They are free to share the information with whomever they wish. The law is rightfully reluctant to make most recipients of information bound by a legal obligation of confidentiality. People need to be able to share most of the information they receive, whether they are businesses and intermediaries or friends and acquaintances.
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Yet people still trust recipients of personal information who are not confidants not to hurt them with that personal information. Is there a middle ground between confidentiality and “every man for himself”? We argue that there is. There are ways other than rigid nondisclosure that entrustees can protect trustors. They can limit to whom they disclose information, they can limit what they share with others, and they can control how they share information to make sure they preserve the trust placed in them. We argue that entrustees can combine all of these strategies: nondisclosure, limited disclosure, trustworthy recipients, and obfuscation to be discreet.

Perhaps the most basic assumption people make when disclosing personal information is that the recipient will be discreet. Discretion, defined as “the quality of behaving or speaking in such a way as to avoid causing offense or revealing private information,”\textsuperscript{109} is an implicit part of most information relationships.\textsuperscript{110} We trust doctors not to reveal information about our health and mental state; we trust lovers not to kiss and tell; and we trust ISPs and search engines not to reveal our search history. In information relationships, the quickest way to betray a trust is indiscretion: revealing personal information to the wrong person or in the wrong way.

The most robust form of discretion is confidentiality, which we have elsewhere characterized as an obligation of nondisclosure in relationships.\textsuperscript{111} Discretion is a broader concept than confidentiality, as it recognizes that trust can be preserved even when the trustee shares information in limited ways. Our disclosures on social media demonstrate this notion of discretion as “appropriate disclosure.”

Most disclosures on social network sites like Facebook, Twitter, and Instagram are not confidential. Yet there is an expectation that they are less than “public”—that they will not be read by most people, just by our friends or perhaps our “friends” in the Facebook sense. Professor Lior Strahilevitz has observed this phenomenon and argued that privacy law should take a lesson from the way we expect our disclosures to travel through our offline social networks.\textsuperscript{112} Strahilevitz explains that “given the . . . ease with which juicy secrets can spread among people, one might expect that we would play our cards close to our vests, refusing to reveal these embarrassing details to anyone. Yet it is likely that most of us have
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shared our most embarrassing details with other people: spouses, siblings, parents, best friends, clergy, psychiatrists, coworkers, or perhaps even strangers on transatlantic flights . . . By common parlance, we still consider these facts to be “secrets” even after we have revealed them to a handful of people. Strahilevitz draws from sociology, network theory, and related disciplines to argue that people make risk calculations when sharing information. They often assume that their disclosures will stay within certain social networks even if it doesn’t remain completely confidential. Such calculations rely not merely on notions of practical obscurity, but on discretion as well.

So trust is preserved when entrustees exercise sound discretion in choosing what and to whom personal information is revealed. It can also be preserved when individuals refrain from becoming entrustees. But at its core, discretion protects against wrongful disclosure, and nondisclosure enables our ability to make friendships, communicate with other people, and participate in society. As Daniel Solove explains, “social judgment and social norms can impede these practices . . . Protection against disclosure shields us from the harshness of social judgment, which, if left unregulated, could become too powerful and oppressive.”

When people are confident that their entrustees will be discreet with their personal information, they become free to engage in commercial and social activities that form the basis of modern society. We gossip, we love, we shop, and we seek help. This has benefits not just for the individual, but also for society as a whole. Commercial activity keeps the lights on. Seeking help from medical professionals benefits public health. The exploration of political beliefs leads to a better-informed electorate, better political decisions, and potentially better leaders. All because entrustees remain discreet.

Privacy law should embrace discretion, which reflects the blurry and contextual lines between “public” and “private.” Regulators, legislators, and judges should create some kind of obligation on entrustees to obfuscate disclosures such that the general public or specifically unauthorized parties are unlikely to find or understand entrusted information, even when the information relationship is not
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118. Obligations of nondisclosure also allow people to disclose information that might be used against them, such as credit card numbers, health conditions, and any number of other kinds of personal information that can lead to lost employment, identity theft, and reputational harm.
strictly confidential. The tort of breach of confidentiality could be enhanced by taking discretion into account. The Federal Trade Commission could find a lack of discretion in some instances to be an unfair or deceptive trade practice. Such laws could look to whether entrustees made sure that recipients of data were trustworthy or whether they ensured that certain kinds of information were not publicly available through search engines like Google.

2. Transparency as Honesty

One of the bedrock notions of privacy law is that companies should be transparent about their data collection, use, and disclosure practices so that individuals will be on notice of any potentially worrisome practices and can tailor their disclosures accordingly.\(^{119}\) The FIPs refer to this as the “Openness,” that “[t]here should be a general policy of openness about developments, practices and policies with respect to personal data. Means should be readily available to establish the existence and nature of personal data, and the main purposes of their use, as well as the identity and usual residence of the data controller.”\(^{120}\) The law and regulations built upon the FIPs often refer to this as “notice and choice,” which we discussed above.

In a notice and choice regime, mere disclosure and transparency is usually sufficient to relieve a company of its legal obligations. As long as the data collector is putting its practices out there, it often does not matter whether the data subject reads or even knows about an entrustee's data practices. This is the Choice Illusion in practice. But if trust is to be kept, it is not sufficient to be merely “open” or “transparent.” Trust in information relationships requires an affirmative obligation of honesty to correct misinterpretations and to actively dispel notions of mistaken trust.

At a minimum, entrustees must be honest and open with those who disclose personal information to them. The duty of candor and disclosure is a significant one for fiduciaries.\(^{121}\) Generally speaking, fiduciary trustees should keep those to


\(^{121}\) Ethan J. Leib, Friends As Fiduciaries, 86 WASH. U. L. REV. 665, 675 (2009) (“This may take the form of requiring doctors to reveal their personal financial interests to their patients (even when those interests are “unrelated to the patient’s health”) or it may take the form of a general ‘accounting’ requirement, necessitating accurate bookkeeping subject to inspection by the beneficiary as well as the disclosure of all relevant information pertaining to the relationship.”); Balkin, supra note 102 (“The fiduciary’s duty of loyalty may also create a duty of honesty to disclose to the beneficiary how the fiduciary is handling the assets or property.”).
whom they are accountable informed. This means accommodating requests for inspection and either affirmatively disclosing or making information available upon request.\(^{122}\) One rationale for this obligation is that trustees must have the information necessary in order for them to be able to enforce the obligations of the trustee.\(^{123}\) Obligations of transparency and honestly also help ensure that the trustees are complying with their duty of care and duty of loyalty.

Beyond the narrow category of legal fiduciaries such as trustees, principles of honesty are essential to information relationships more generally. Earlier in our argument, we explained that while the Control Illusion is part of Privacy Pessimism, the problem is one of excessive weight placed on individuals to manage their own privacy from complex, generalized, and often hidden notices. Honesty, by contrast, requires more affirmative steps than passive notice, and includes an obligation to make sure that trusters are actually aware of things that matter to them.\(^{124}\) It takes the fiction out of constructive notice to require actual notice. Honesty also serves the additional function of forcing companies to take stock of their information practices in order to be accurate when keeping individuals informed.\(^{125}\)

A focus on honesty can also drive particularized remedies designed to build and maintain trust. California has already mandated privacy policies for mobile apps. GLB and COPPA also require notice. FTC Commissioner Julie Brill’s “Reclaim Your Name” campaign, which is designed to increase data broker transparency, is a promising approach for building consumer trust in disclosing personal information.\(^{126}\)

To be sure, there are many obstacles to ever fully “informing” individuals about a certain practice or risk.\(^{127}\) Information can be too vast or complex to convey, and the audiences can be too diverse. The goal should not be more notice, but better notice. But the goal of honesty-based disclosure in these sorts of cases is broader than just informing. While notice rules are horrible at informing people,
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they can be very good at generating the skepticism necessary to avoid a misplaced trust. Information practices that are secret or shrouded in secrecy are inherently untrustworthy. Faced with such practices, skeptics act more judiciously or refrain entirely from accepting risk, even if they aren't entirely sure of what they are avoiding or how likely an undesired action or effect is.

“If I had only known” is a common response by victims of alleged wrongdoing by others. This refrain is based upon the theory that if certain information had been presented, the would-be victim could have acted differently, or at least knowingly accepted her fate. The idea of notice as savior is the foundation for many disclosure-based regulatory regimes such as privacy policies, Miranda warnings, informed consent, and health warnings on unhealthy products. However, the discussion surrounding notice too often misses the fact that individuals need not fully appreciate risk in order to avoid it. They only need to become skeptical enough to avoid a misplaced trust. If companies or government entities want to avoid creating skeptics, they must embrace and protect the trust users place in them and be honest and transparent.

There are several ways the law might implement honesty requirements. Mandated disclosure regimes might be leveraged to help build trust or, in the least, encourage the kind of skepticism we have mentioned above. Mandated disclosure regimes such as privacy policies, nutrition labels, or informed consent are popular because they are relatively cheap and use a soft regulatory touch. But they are also seen as ineffective, particularly with respect to privacy policies. No one reads the fine print on websites and mobile apps, nor should they be expected to.

A focus on trust might remedy the problems with privacy policies as a tool for consumers. While it is one thing for a company to be forced to list in the fine print the ways in which it collects and shares people’s information, it is something else entirely for a company to be forced to admit, “You cannot trust us to be discreet, honest, loyal, or protective.” Indications of trust are more intuitive and useful to consumers than dry recitations of what types of information are collected and vague assurances that personal information will only be disclosed to “third party affiliates.”

Another way privacy law could better encourage and protect trust is to better situate the concept within the existing law of deception and fraud. Courts and policymakers could find that when people and companies invite or encourage trust, they are making a representation that they must keep. Under this notion, to breach a trust is to deceive. Equating a breached trust with deception will empower the Federal Trade Commission to declare certain breached trusts a deceptive trade practice under Section 5.

Betrayed trusters could also look to the tort of fraud or the law of contracts. This approach would be similar to the finding of an implied confidence, where
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even though no explicit promise of privacy was made, the surrounding norms and context make it clear a trust was invited and a reasonable person would expect it to be maintained.\footnote{131.}{Woodrow Hartzog, Reviving Implied Confidentiality, 89 IND. L.J. 763, 764 (2014).}

Trust need not be exclusively a matter of government policy. Companies can also voluntarily adopt trust-enhancing internal policies, safeguards, and organizational schemes. As with data security, companies can segment entrusted information from less critical data and limit the accessibility of the information. Company executives can make trust a priority by requiring employee training, enshrining trustworthy practices in employee manuals and regularly enforcing these obligations. Companies can delete data when it is no longer needed and collect no more information than is necessary for the information relationship. Even if a company accidentally fails to be discreet or protective, it can help maintain trust by creating and implementing a response plan for when a trust is breached.

Because trust is good for business, companies should be competing to be the most trustworthy. Companies that earn the trust of their users will get more information and sales. Consumers that trust companies will have less reason to flee to competitors who might be less trustworthy. The end result is that the information economy can flourish while still protecting consumers. Everyone wins, except the untrustworthy.

3. Security as Protection

Attackers have always sought unauthorized access to personal information. This is why file cabinets have long contained locks and even the earliest databases were protected by passwords. Such stores of information were maintained by “secretaries,” a profession dating to medieval times as “one who is entrusted with private or secret matters; a confidant; one privy to a secret.”\footnote{132.}{Secretary, OXFORD ENGLISH DICTIONARY (2015).}

Tort law has been slow to recognize data security obligations because harms from data breaches can be very difficult to prove.\footnote{133.}{See infra Part II.} (This is of course but another manifestation of the harm fixation). By contrast, the FIPs have always required data security, with language usually along the lines of “personal data should be protected by reasonable security safeguards against such risks as loss or unauthorized access, destruction, use, modification, or disclosure of data.”\footnote{134.}{OECD PRIVACY GUIDELINES, supra note 120, at § 5.} Policymakers have tended to interpret security requirements in terms of the process data holders must take to protect against attackers.\footnote{135.}{See FEDERAL TRADE COMMISSION, Commission Statement Marking the FTC’s 50th Data Security Settlement (Jan. 31, 2014), http://www.ftc.gov/system/files/documents/cases/140131gmrstatement.pdf [http://perma.cc/WHSU-66AF]; 45 C.F.R. § 164.306(a) (2015); 15 U.S.C.A. §§ 6801-6809.} This mainly consists of regularly auditing data assets and risk, minimizing data, implementing technical, physical, and
administrative safeguards, and creating and following a data breach response plan.\textsuperscript{136}

New threats to data require a more holistic approach to data security than just protecting held data. Entrustees must adopt a mentality of data stewardship, which includes protecting information passed on to others. Put simply, in order to preserve a trust, entrustees must protect data, not just secure databases. This requires going beyond firewalls and passwords and affirmatively acting in the interest of data holders. This is the obligation of Protection.

While there are antecedents to Protection from common law duties owed by bodyguards (for physical protection) and banks and lawyers (for protection of secrets and money), Protection has taken on particular importance in the digital age.

In the early 2000s it became clear that personal data was a critical component of our national infrastructure and that external threats to personal data were mounting. The Privacy Rights Clearinghouse has reported that since 2005 there have been over 4,400 data breaches made public with a total of over 932 million records breached.\textsuperscript{137} Such estimates are even more startling given that they fail to include the vast number of data breaches that companies have not reported and the unknown number of breaches occurred without companies realizing that they have happened. Data protection is largely hidden from consumers, who typically have no way of knowing how securely their data is being held, or even if databases containing their personal information have been compromised. People in this situation (which is to say, all of us) can only hope that companies will reasonably protect the data that has been entrusted to them.\textsuperscript{138}

That data is constantly under attack is no secret. Almost every week a national story breaks detailing the latest data breach, leading 2014 to be dubbed by some as “the year of the breach.”\textsuperscript{139} Most individuals likely anticipate that trustees will keep information reasonably safe.\textsuperscript{140} This was highlighted by the recent massive Office of Personnel Management data breach, where a number of commenters
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stated a betrayal of their trust in the government to protect their highly sensitive personal information.141

People need to be able to trust that entities will protect their data against attackers. Computer company Lenovo breached its users’ trust when it surreptitiously installed malware on its new laptops. This code altered users’ search results to show them different ads than they would otherwise have seen.142 The secret deployment of the malware also weakened the laptops’ security settings, exposing the computer’s browsing history to hackers with the ability to use a particular exploit against the software. In addition to being dishonest and disloyal, this weakening of the computers’ security settings violated the duty of Protection.143

Protection means more than just setting up a few technical safeguards like firewalls, user authentication requirements, and encryption. It requires a more complete commitment to data protection that includes having procedures to regularly audit the stores of personal information and continuously assess risk using updated threat models, minimizing data collection and storage, instituting procedural and physical safeguards, and preparing a response plan in case of a breach.

Data protection also involves more than just data security. It involves protecting the identity and sensitive attributes of those in stored and released data sets. This means as a practical matter that Discretion will often be essential to protect security as well. The government of New York City betrayed the trust of its tourists and citizens when it released data on 173 million individual taxi trips that were improperly deidentified, inadvertently making it trivial to identify people in the data set.144 Data sets (big or small) that are shared with others must also be properly scrubbed and protected to minimize the risk that any particular individual will be re-identified. Requirements of this sort are particularly important now that data science is getting better at reidentifying allegedly “anonymized” data sets.145 More robust techniques of deidentification are being developed, such as k-anonymity and differential privacy, and Protection requires that entrustees (es-
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especially sophisticated commercial ones) stay abreast of such Protection innovations.146

Just as our physical security is a combination of technologies like door locks and legal prohibitions on burglary and assault, so too must data Protection rely on law as well as technologies and marked protections. Such legal protections can include contracts prohibiting recipients from reidentification attempts and obligating them to mandate their duties as entrustees to all downstream holders of the data.147 For example, the Department of Health and Human Services (HHS) and the FTC recently suggested that those who receive anonymized data, whether it be researchers or companies, must promise in advance (preferably via contract) not to attempt to reidentify it.148 The data security threats our digital society faces are complex, and we should not shirk from sophisticated, multilayered solutions along these lines. Protection of personal data demands no less.

C. Introducing Loyalty as a Foundational Privacy Value

One of the foundational obligations of a fiduciary is loyalty, which is an obligation to avoid in self-dealing at the expense of the entrustee.149 Yet the concept of loyalty is completely missing from privacy law that regulates those who accept information in a fiduciary-like context. We propose that trust in information relationships can be promoted by establishing loyalty as a foundational concept in privacy law.

Personal information is valuable. In the technology industry, it is commonplace to state that “data is the new oil,” meaning a fundamental source of value in the information economy.150 People are becoming wise to the fact that “free” services are only free in the sense that companies do not charge money for them. Their cost is frequently an implicit or unwitting transaction of the customer’s personal information and mental attention to advertisements targeted on the basis of

149. See RESTATEMENT (SECOND) OF TRUSTS § 170 cmt. a (“A trustee . . . is under a duty not to profit at the expense of the beneficiary . . . unless authorized to do so by the terms of the trust.”); Ethan J. Leib, supra note 79.
150. ANGWIN, supra note 7, at 32.
that data. Given the commercial value of personal data, it is not surprising that entrustees in information relationships are tempted to use personal information they receive for their own benefit.

The duty of loyalty is a bedrock principle of the law of fiduciaries. A trustee, for example, cannot lend entrusted funds to herself; nor can trust property be bought by a trustee unless explicitly authorized by the trust instrument. The rationale behind the obligation to avoid self-dealing is to cut off avenues for fraud. As one court put it, “The rule is founded in the highest wisdom. It recognizes the infirmity of human nature, and interposes a barrier against the operation of selfishness and greed. It discourages fraud by taking away motive for its perpetration.” Formal trustees are bound to act in the interest of the principal.

Outside the formal context of fiduciary law, not all self-dealing will betray trust. Companies can legitimately use entrusted personal information to their benefit in many different ways. Data can be mined to offer and improve services, effectively anonymized for public research, and even shared with others also willing to preserve a trust. Facebook leverages the personal information of its users to create a precise advertising service. One of Amazon’s most valuable features is its recommendation system, which relies upon user data. Websites routinely share deidentified data with others for profit and to simply fine-tune their services.

Such activities are loyal only up to a point, as personal information can quite easily be used to the detriment of trustees. Recall that when we trust others by disclosing our personal information, we expose our vulnerabilities. We regularly expose our preferences, our weaknesses, our desires, and our tendencies to act in a certain way. Disclosure creates power in trustees who can exploit our personal information for their own gain.

The law of consumer protection, for example, is littered with examples of disloyal companies that have misused personal information entrusted to them, for example by using credit card information or other financial data to engage in un-
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authorized transactions. In *FTC v. Hill*, the FTC alleged that defendant used consumers’ financial and credit card data to “pay for goods or services without the consumers’ consent.”\(^{156}\) Less nefarious, but equally disloyal, was Orbitz’s tactic of showing pricier hotel rooms to users it knew were using Apple computers, based upon the assumption that these users were used to paying more for goods and services.\(^{157}\)

Disloyalty can take a variety of forms, many of which are not merely financial. Consider the Facebook emotional contagion experiment, in which researchers manipulated Facebook’s news feed by, among other things, showing fewer positive posts to some users to see if they would lead to greater user expressions of sadness.\(^{158}\) Exploiting the power to make trusters unwittingly sad (or angry, or hungry, or aroused) is the definition of disloyalty.

Consider also Uber, the app-based transportation network and taxi company. Uber is entrusted with incredibly sensitive data beyond financial information, including where its users currently are, where they have been, and where they are going. The company created an interface it ominously called “God View,” which let administrators see all of the cars in a city as well as the users who are waiting for cars.\(^{159}\) When “God Mode” was used to entertain corporate party-goers by pointing out one-night stands, this was not loyal. (It had many other issues, of course, including not being discreet). More infamously, Uber was disloyal when it contemplated mining its database to find information to smear journalists who were critical of its business.\(^{160}\) In such cases, the threat of exposure has ramifications not just for the journalists who used Uber, but political and free expression ones from its chilling of public debate.

Ryan Calo has helpfully coined the term “digital market manipulation” to describe this practice of leveraging personal information against consumers in mediated environments.\(^{161}\) Calo argues that some manipulations of users which exploit vulnerabilities should be legally actionable.\(^{162}\) Our theory of privacy as trust

---


162. Id.
helps to explain why this should be the case, by better capturing the essence of the wrongdoing (here, as trust-destroying disloyalty).

More broadly, many of our deep-seeded fears about “big data,” genetic information, and discrimination are at base fears about disloyalty. After a recent public investigation of big data’s discriminatory potential, the FTC expressed its serious concerns about the use of big data analytics to unfairly exclude lower-income consumers. Similar fears of digital “redlining” undergird the White House’s study of big data. Companies could use big data to exclude disadvantaged populations from the marketplace. Much of this exclusion could be justified as fair competition. However, the law should prohibit unreasonable self-dealing and regulate disloyal entrustees of information. This could be done through presumptions of trust created via tort law by expanding the breach of confidentiality tort or through regulatory mechanisms like a consumer privacy bill of rights or Section 5 of the FTC Act, which prohibits unfair and deceptive trade practices. But regardless of how it is implemented, loyalty is essential to any theory of privacy that meaningfully safeguards trust.

V. CONCLUSION

We have thought about privacy in pessimistic and outdated terms for too long. Uses of personal information can certainly cause anxiety and stimulate feelings of creepiness, they can absolutely cause harm, and individual choice certainly will have an appropriate role to play in our digital future. But Privacy Pessimism is a limited and incomplete way of conceptualizing questions of personal information and new technologies. It looks only to the costs of privacy rules rather than their benefits, and in so doing blinks our vision, preventing us from imagining ways in which privacy rules can create value rather than impose costs and inefficiencies.

Understanding privacy in terms of its ability to promote trust solves the problem of Privacy Pessimism. Information relationships have long been essential to our lives, and the growth of digital networked technologies has only deepened their importance. Our venerable information relationships with doctors, lawyers, and merchants recognized the importance of information rules, and how those rules could produce the trust necessary for the kinds of long-term relationships that served the interests of trusters, entrustees, and society as a whole. Yet these understandings were perhaps so obviously correct as to be implicit and rarely re-
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marked upon.

As we embark on the creation of new information relationships involving new entrustees and new kinds of personal information, we must ensure that the essential elements of social trust are built into them so that our new relationships can be as sustainable as our older ones. This observation is, we believe, the most important contribution this Article makes. Trust is necessary for a sustainable digital future, and trust-promoting privacy rules can create individual and social value. If trust becomes a major part of the privacy conversation; if we look beyond Privacy Pessimism towards a kind of Privacy Optimism that can guide social norms and legal rules, we believe that our intervention will have been a success.