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Abstract

For over a decade, PewDiePie has been YouTube’s biggest content creator, with a total of 104 million subscribers, many of whom are children. His army of fans – the 9 year-old army – has been the subject of many memes and online commentary. While the creator might have discussed his demographics publicly, he is one of the few YouTubers to do that. In comparison, fellow creators Tana Mongeau and Jake Paul, also known for their popularity among children and teens, do not reveal any statistics to which they may have access to on the platforms they are active.

As a category of highly vulnerable users, children are directly affected by such harms, as they are said to have difficulties recognizing manipulating techniques which may affect their immediate interests. To protect these interests, both EU and US legislators have responded with (mandatory) statutory rules aimed, on the one hand, at platforms (the US model), but also to commercial actors using the platforms for their business models (the EU model). This research project sets out to investigate the similarities and differences between the two regulatory approaches, and critically reflect on their strengths and weaknesses in offering vulnerable groups an effective recourse to protective regimes. It does so on the basis of the following structure. First, it categorizes the issues which may arise with the activity of children online. Second, it looks at two regulatory approaches in the US and the EU, namely the Children's Online Privacy Protection Rule (COPPA), and the updated Audiovisual Media Services Directive (AVMSD), which are relevant for some of the legal issues surrounding the online activity of children. Lastly, the paper explores the shortcomings of these two legal frameworks and makes policy recommendations for their improvement.
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1. Introduction

For over a decade, PewDiePie has been YouTube’s biggest content creator, with a total of 104 million subscribers, many of whom are children.\(^1\) His army of fans – the 9 year-old army – has been the subject of many memes and online commentary.\(^2\) While the creator might have discussed his demographics publicly, he is one of the few YouTubers to do that. In comparison, fellow creators Tana Mongeau and Jake Paul, also known for their popularity among children and teens, do not reveal any statistics to which they may have access to on the platforms they are active. The full picture of how many children spend time on social media is far from clear, as is the answer to the question of what type of content children follow. According to UK regulator Ofcom, in a study dating from 2019, compared to 2015 children between 5-15 are more likely to go online on a tablet, mobile, game console or smart TV.\(^3\) Similarly, the Census Bureau’s 2016 National Survey of Children’s Health indicates that more than 20% of children between 14 and 17 spend more than seven hours a day on screens.\(^4\) Not only are these children spending time online to follow influencers such as the ones mentioned above, but the past five years have also seen a surge in the number of children becoming influencers themselves and are relying on social media platforms to monetize their activities.\(^5\)

\(^3\) ‘Children and Parents: Media Use and Attitudes Report 2019’ 36.
Internet platforms have been called the ‘new governors’ of online speech.⁶ As ‘functional sovereigns’ who have seemingly taken over the functions of the state in setting and enforcing rules, platforms develop self-regulatory mechanisms such as contractual frameworks or dispute resolution systems to govern the activity of their users.⁷ The leniency of internet governance during the past decades, both at global and European levels contributed to the consolidation of de facto private legal orders providing consumers with either less protection than mandated by law, or less protection than the law ought to have mandated, had the ensuing legal harms been more transparent for lawmakers. As a category of highly vulnerable users, children are directly affected by such harms, as they are said to have difficulties recognizing manipulating techniques which may affect their immediate interests. To protect these interests, both EU and US legislators have responded with (mandatory) statutory rules aimed, on the one hand, at platforms (the US model), but also to commercial actors using the platforms for their business models (the EU model). This research project sets out to investigate the similarities and differences between the two regulatory approaches, and critically reflect on their strengths and weaknesses in offering vulnerable groups an effective recourse to protective regimes. It does so on the basis of the following structure. First, it categorizes the issues which may arise with the activity of children online. Second, it looks at two regulatory approaches in the US and the EU, namely the Children's Online Privacy Protection Rule (COPPA),⁸ and the updated Audiovisual Media Services Directive (AVMSD), which are relevant for some of the legal issues surrounding the online activity of children. Lastly, the paper explores the

---

shortcomings of these two legal frameworks and makes policy recommendations for their improvement.

2. The Online Activity of Children – An Overview of Harms

As children become digital natives, their activity online increases, and so do the harms they expose themselves to. Such harms can arise from various types of online interactions, as explored below.

Firstly, children can interact with their direct peers, on social media platforms (e.g. Facebook) or private messaging applications (e.g. WhatsApp). In this context, they can become the victims or perpetrators of cyberbullying, and even of additional crimes such as holding or distributing child pornography. These issues arise in connection to the way in which children use technology to communicate, but also due to the fact that many educational organizations fail to set out and enforce codes of conduct for online activity. Such issues are governed by fields of law such as administrative law governing relationships in educational organizations, or criminal

---


law, in so far as cyberbullying is criminalized or connected to the infringement of child pornography laws.

Secondly, children can interact with their indirect peers, such as child influencers. While child celebrities are not a new phenomenon, the use of social media has democratized the rise to fame of the average child. In addition, given the reliance on technology as entertainment to facilitate modern parenting, children content is very popular on platforms such as YouTube. When involved in making this type of content, they can earn up to $22 million per year in advertising revenue.

The kind of legal issues that arise in these indirect relationships can range from the non-disclosure of advertising (consumer law) to the lack of protection from parent managers (private law), or as freelance entertainment providers (employment law). Most of these issues reflect the sensitive position of children in interacting with commercial stakeholders such as advertisers or brands, given their complete lack of or limited capacity. When children follow content which is not age appropriate, there can also be a lot of discussion around the fitness of media regulation to protect children from content such as pornography or extreme violence which although limited on regular television, can be easily accessed on the Internet.

Thirdly, children may interact with adults as they become a source of content which can be used in somewhat benign (e.g. parents sharing content relating to their

---

children but also more malign ways (e.g. this content may be used by or sold to pedophiles). Such interactions, when leading to harms, have been mostly considered under family and privacy law, as well as criminal law.

Lastly, children can interact, albeit in a more veiled way, with Internet companies, such as the platforms with which they conclude non-negotiable agreements to make accounts on social media or download apps, or trackers which follow their activity online to further monetize it via data aggregation companies. In this case, children become a coveted source of monetizable data. This is particularly problematic since children – although mostly digital natives in the 21st century – are vulnerable Internet users who might or might not benefit from their parents’ monitoring and restricting of Internet activity. Children’s data can be obtained in two ways: (i) by actively asking children about their data; or (ii) by passively collecting the data without any consent (where consent could play a role due to limited capacity), or knowledge. This matter is mostly considered a children’s privacy issue, and it rests at the heart of this doctrinal inquiry.

The overview above aimed to clarify the various types of harms children are exposed to when surfing the web, and to highlight the fields of law relevant for regulatory considerations. This discussion will be expanded upon in part three, when reflecting upon the fitness of current legal frameworks that do not govern the activity of children online as a whole, but rather break it down into sectoral issues which are regulated differently in the US and the EU.

---


18 Garber (n 10).
3. The United States Approach: The Children's Online Privacy Protection Rule (COPPA)

COPPA establishes a protective regime against unfair or deceptive acts or practices arising in connection with the collection, use, and/or disclosure of personal information from and about children on the Internet. In other words, the primary goal behind COPPA is to give parents control over the information collected over their children. According to COPPA, children are defined as persons under the age of 13. This has been a core criticism for COPPA, since other federal regulatory frameworks governing access to school records extended parental oversight through the age of eighteen. In addition, the collection of personal information is also defined, and it covers both the active and the passive collection of personal information from children, and personal information does not only include contact information but also any images, videos or audio files depicting children.

COPPA was enacted in 1998 by the US Congress to offer protection to this vulnerable category of Internet users absent their parents’ consent. The Federal Trade Commission implemented COPPA through a Rule effective since April 2000, which

---

21 §312.2 COPPA.
23 Ibid.
asks websites to display a privacy policy and let parents know about how they collect information, as well as obtain parental consent in a verifiable way before collecting children’s information or sharing it with other parties.25

A very important aspect of COPPA is that it applies to websites or online services that are ‘directed to children’.26 The factors used to characterize what exactly may fall under this classification include the subject matter, visual content, the use of animations, the featuring of child-oriented activities, the presence of child celebrities, or language characteristics, but can also refer to the statistics obtained by such service providers showing the relevant age in their demographics. From this perspective, the FTC distinguishes between commercial services that are as such directed to children, and content posted on general audience platforms that is directed to children. In both cases, the FTC requires COPPA compliance.27

Overall, COPPA has been criticized for not having had sufficient impact.28 However, the FTC has been active in its monitoring of popular game platforms29 and

---


26 16 C.F.R. § 312.2. See also Joseph A Zavaleta, ‘COPPA, Kids, Cookies & (and) Chat Rooms: We’re from the Government and We’re Here to Protect Your Children’ (2000) 17 Santa Clara Computer and High-Technology Law Journal 249.

27 ‘Complying with COPPA: Frequently Asked Questions’ (n 20).


even social media mammoths such as YouTube or Google.30 Especially when dealing with the latter, the FTC reached a historical settlement with YouTube and Google, amounting to a payment of $136 million to the FTC and $34 million to New York for the violation of the Children’s Online Privacy Protection Act (COPPA) Rule. This is by ‘far the largest amount the FTC has ever obtained in a COPPA case since Congress enacted the law in 1998’.31

4. The European Union Approach: The Updated Audiovisual Media Services Directive

The regulatory effort to codify the emergence of non-linear media services in the light of Internet adoption was first crystallized in 2010 with the adoption of the first Audiovisual Media Services Directive.32 Only six years later, the Commission

---

proposed a review of this Directive,\textsuperscript{33} and the updated instrument was adopted in 2018, giving Member States 21 months to transpose it in national legislation.\textsuperscript{34}

According to the European Commission, the main legal aspects of the updated regime include:

- a strengthened Country of Origin principle, maintaining the framework according to which media service providers need only comply with the rules of the Member State in which they are based;\textsuperscript{35}
- the Directive now partly extends to video-sharing platforms (e.g. YouTube, Instagram);
- increased protection for minors against online harmful content;
- increased protection on TV and video against hate speech, incitement to terrorism and incitement to violence;
- increased obligations to provide a minimum of 30% European content for on-demand services;
- increased flexibility for television advertising, shifting time limits previously calculated per hour;


• increased protections for children against health endangering advertising (e.g. promoting high fat, salt, sodium and sugar foods), including in codes of conduct;

• independence of audiovisual regulators.36

It is important to note that the Directive does not define the terms ‘minors’ and ‘children’. The most important addition from the perspective of collecting and processing data from minors is Article 6a(2) of the Directive, which states that ‘[p]ersonal data of minors collected or otherwise generated by media service providers pursuant to paragraph 1 shall not be processed for commercial purposes, such as direct marketing, profiling and behaviorally targeted advertising.’ This rule connects the collection or generation of data belonging to minors to media service providers, who are defined in Article 1(1)(d) as ‘the natural or legal person who has editorial responsibility for the choice of the audiovisual content of the audiovisual media service and determines the manner in which it is organized’. On social media, media service providers are considered the actual natural or legal persons behind e.g. YouTube channels, Instagram profiles, and so on. Social media platforms are considered ‘video-sharing platform services’, as defined in Article 1(1)(aa): ‘a service as defined by Articles 56 and 57 of the Treaty on the Functioning of the European Union, where the principal purpose of the service or of a dissociable section thereof or an essential functionality of the service is devoted to providing programmes, user-generated videos, or both, to the general public, for which the video-sharing platform provider does not have editorial responsibility, in order to inform, entertain or educate,

by means of electronic communications networks within the meaning of point (a) of Article 2 of Directive 2002/21/EC and the organization of which is determined by the video-sharing platform provider, including by automatic means or algorithms in particular by displaying, tagging and sequencing’.

What is more, the policy rationales behind taking specific measures with respect to data collection and children are explored in the Preamble of the Directive, where Recital 21 mentions the complementarity of the General Data Protection Regulation (GDPR) to the AVMSD: ‘Regulation (EU) 2016/679 of the European Parliament and the Council recognizes that children merit specific protection with regard to the processing of their personal data. The establishment of child protection mechanisms by media service providers inevitably leads to the processing of the personal data of minors. Given that such mechanisms aim at protecting children, personal data of minors processed in the framework of technical child protection measures should not be used for commercial purposes.’

5. Comparison Between Core Principles in COPPA and AVMSD: Notice, Consent and Unfair Practices

Both the COPPA and the revised AVMSD are examples of federal and respectively pan-European legislative measures taken to protect children online. While COPPA is in itself a privacy instrument empowering parents to be in control of their children’s data, whereas the revised AVMSD is a media instrument that applies, inter alia, to children and minors. Given the quasi-maximum harmonization nature of the AVMSD,

whereas the standard of some regulatory considerations is set out for all Member States, a lot of leeway is left for various policy considerations. In what follows, a few similarities and differences between the COPPA and the revised AVMSD are discussed, in order to identify the most visible pitfalls and make recommendations for their improvement.

Firstly, both COPPA and AVMSD are centered around the concept of effective parental control. For COPPA, this is reflected in the notice and consent model, which is supposed to put parents in a position where they can make informed choices on behalf of their children, when it comes to using services on the Internet which may collect and aggregate their information. Similarly, the AVMSD promotes parental control, albeit from a perspective of content moderation, and thus exposure of children to harmful content, and not necessarily based on the privacy consideration. Parental controls seem to be not only a reasonable idea, based on the sharing of responsibility for online browsing, but also a legally necessary one, arising from private law rules on minority. However, the shortcomings of this approach are many. Parental controls in an automated environment may also require automated implementation. For instance, parents ought to have advanced knowledge about the features of e.g. internet

---

39 Christina Nguyen, ‘Monitoring Your Teenagers’ Online Activity: Why Consent or Disclosure Should Be Required Student Scholarship’ (2016) 15 Seattle Journal for Social Justice [i].
41 Recital 20 AVMSD reads: ‘[…] The most harmful content, which may impair the physical, mental or moral development of minors, but is not necessarily a criminal offence, should be subject to the strictest measures such as encryption and effective parental controls, without prejudice to the adoption of stricter measures by Member States.’
browsers, to make sure their children do not visit unwanted websites, or to keep track of the websites visited or accounts made by children. Additional tools can be found on the market and installed on various devices with the specific purpose of tracking children. Sometimes, however, these tools become tracking services themselves. The FTC has taken action against a company making such tools, called EchoMetrix, as it ‘it failed to adequately inform parents using its web monitoring software that information collected about their children would be disclosed to third-party marketers’.

Secondly, very much linked to the disclosures connected to the notice requirement, COPPA prohibits the non-disclosure of the collection of children data as an unfair or deceptive acts or practices. While the AVSMD does not use a similar classification, it is important to note that apart from the GDPR, another European directive that is complementary to the AVSMD is the Unfair Commercial Practices Directive, which would lead to the same qualification for the non-disclosure of practices which manipulate consumers, especially if they are considered vulnerable consumers, such as children. This is also acknowledged in Recital 46 of the Directive, which states that ‘[c]ommercial communications on video-sharing platform services are already regulated by Directive 2005/29/EC of the European Parliament and of the Council, which prohibits unfair business-to-consumer commercial practices, including misleading and aggressive practices occurring in information society services’. This

---

45 §312.3
classification (and resulting prohibition) raises a lot of questions about the overlap in the substantive as well as procedural enforcement of both instruments. As a matter of fact, similar data collection processes that were not clarified to consumers have been considered unfair commercial practices by institutions such as the Italian Competition Authority.47

Thirdly, moving from the substantive similarities to these enforcement issues, COPPA is enforced at federal level by the FTC, whereas the AVMSD needs to be implemented by national media authorities primarily, given its nature as a media instrument. The FTC is the same agency that deals with the enforcement of consumer as well as competition law, whereas media agencies at Member State level do not generally deal with competition, privacy or consumer protection. The overlap between these particular European regulatory policy areas is seen as a challenge but also an opportunity,48 but absent further coordination between enforcement agencies, enforcement will undoubtedly be affected by the uncoordinated expectations of agencies in dealing with their responsibility under the different instruments at stake.

6. How Suitable Are Both Legal Frameworks in Protecting Children’s Online Privacy?

Legislators trying to protect children from online harms have no easy task. Both COPPA and the AVMSD are a step in the good direction, at least when considering

their goals, namely of protecting children, who are a special, vulnerable category of Internet users. In achieving these goals, from the short comparison between COPPA and the AVMSD, it seems legislators deal with considerable conceptual and implementation hurdles. This discussion focuses on two of these hurdles, namely the fitness of substantive legal concepts applied to novel factual situations, as well as enforcement questions primarily arising out of the lack of public infrastructures capable to monitor and assess the implementation of substantive rules.

As far as the first point is concerned, in this paper, the fitness of substantive legal concepts is understood to reflect a doctrinal consideration of the conceptual backbones in the two regulatory instruments.49 This conceptual backbone is a combination of the notion of ‘legal capacity’ and the notion of ‘consent’. From a contractual perspective, minority is supposed to represent the protective regime necessary for a specific category of natural persons who, due to not having reached full developmental abilities, need to rely on other persons to double check their transactions. In the case of a child buying a $1,000 mobile phone from a store, a lot of jurisdictions would consider such a sale to not be valid on the grounds that for expenses other than daily necessaries, such a sale would have to be ratified, or perfected by parents or other legal guardians. This is done to avoid the likelihood that such a transaction would be detrimental for the child. The discussion around legal capacity is much more complex, as it may be divided between specific ages in different countries around the world, to indicate on the one hand the full lack of capacity, on the one hand, the existence of some limited capacity, on the other.

The rationale behind the expression of capacity in modern contract law is based on a certain allocation of resources - for instance, that a child would not have access to

49 The AVMSD uses the concept of parental consent in relation to the moderation of harmful content, and not so much relating to the collection of children’s data, which is simply prohibited.
a family’s savings account. Instead, a child would be given limited resources that they would have to manage under the control of their guardians. The rise of e-commerce, especially around digital content relating to games, is already an example of how this allocation of resources may come under fire when parental controls are not set in place.\textsuperscript{50} Without a practical way of exercising such control,\textsuperscript{51} the theoretical notion of legal capacity comes under fire. If an iTunes account shows purchases that are children-oriented, neither iTunes nor app developers can tell at the onset of the contract for that digital content, that their contracting party is a child or their parent/guardian. In case a child makes in-app purchases, or downloads and pays for content without parental consent, while parents may have some leeway to invalidate contracts with service providers, the scale at which this issue occurs can be said to have an impact on the notion of limited capacity itself. Combined with consent,\textsuperscript{52} which has come under fire for its inefficient role in cyberspace, given the vast informational overload Internet users are exposed to, the doctrinal importance of legal capacity seems to wane even more. As a result, parental controls and consent heavily rely on digital literacy and good parenting practices. From this perspective, both COPPA and the AVSMD should be seen as one way to reduce online harms by putting pressure on content providers and social media companies to assume their own responsibility in the content that is available for children, but they can only make an impact when combined with the exercise of responsibility by parents as well.


This segues into the second point relating to enforcement. Current studies relating to the monitoring of digital content providers are few, and mostly led by academia and/or industry.\textsuperscript{53} If the FTC is to apply COPPA across the very wide range of industries where it is applicable, it needs to be able to determine who the transgressors are, and how to nudge them to become compliant. So far, by focusing on the negotiation of new standards with e.g. social media companies,\textsuperscript{54} the FTC has been signaling to the market that it will increasingly pay attention to COPPA infringements. At the same time, this settlement entailed some of the most effective practical implementations that the FTC could have hoped for, leading to platform interface and infrastructure changes (e.g. indicating if content is meant for children or not),\textsuperscript{55} which have already trickled down to all the media service providers hosted on platforms such as YouTube, but which also raise additional questions relating to what YouTube itself does to ensure compliance with these standards.

In contrast, media authorities in the European Union have, so far, not been involved in similarly public negotiations. It is true that the deadline for the transposition of the AVMSD is August 2020, so it remains to be seen what enforcement novelties will arise out of the transposition, but given the nature of data collection as a more data protection issue than a media law question, it is to be expected that the enforcement of Article 6a(2) will be done by privacy watchdogs. It may be the case that the application of Article 6a(2) will be impaired by the fact that the actors collecting data over children are not necessarily the media service providers

\begin{footnotes}
\end{footnotes}
themselves, who only have access to demographic data as a statistical performance overview of their media outlet, but instead by the video-sharing platform services, which have the power to collect and reuse all the platform data. From this perspective, the AVMSD may be a missed opportunity to police the collection of children data. However, since the AVMSD has colossal implications for platform liability and content moderation, it is possible to consider that the latest changes in the YouTube interface (e.g. not allowing comments for children’s videos, etc.) have been adopted not only as a result of the pressure from the FTC, but also in the wake of the entry into force of the revised AVMSD.\textsuperscript{56} To complement regulatory reform with enforcement effectiveness, public authorities ought to consider the development of public interest technology. Data protection offices in most digitally developed European Member States are already setting up data units or technology departments to develop in-house tools for market monitoring. Without these tools, authorities rely mostly on antiquated investigative options which include consumer or civil society complaints, to determine what harms are taking place where. The battle for protecting children’s privacy from unwanted data collection cannot be had without data.